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Installing & Running the HPCC Systems® Platform
Welcome

Welcome

Theseinstructionswill guide you through installing and running the HPCC! Systems® Community Editiononasingle
node to start and then optionally, expand it to alarger cluster of nodes.

The HPCC Systems Thor technology is designed to effectively process, analyze, and find links and associationswithin
high volumes of complex data. This can detect non-obvious relationships, scale to support petabytes of data, and is
significantly faster than competing technol ogies while requiring less hardware and resources.

The HPCC Systems Roxie technology - also known as the Rapid Data Delivery Engine or RDDE - uses a combination
of technologies and techniques that produce extremely fast throughput for queries on indexed data.

Thistrangatesinto better quality answersin less time so that organizations can cope with massive data and efficiently
turn information into knowledge.

We suggest reading this document in its entirety before beginning. The entire process can take an hour
@ or two, depending on your download speed.

H igh Performance Computing Cluster (HPCC) isamassively parallel processing computing platform that solves Big Data problems. See https./
hpccsystems.com/Why-HPCC/How-it-works for more details.

© 2021 HPCC Systems®. All rights reserved
4



Installing & Running the HPCC Systems® Platform
Welcome

Quick Start Guide

We recommend taking the time to read this manual in its entirety; however, the following is a quick start summary of
steps. There are many aspects of the HPCC Systems platform and this guide is intended to help you get the most out
of your system. This section is not intended to replace the more comprehensive material in the remainder of this book.

1. Install HPCC Systems platform.

Download the installation package from https.//hpccsystems.com/download and install.

On CentOS/Red Hat:

sudo yuminstall hpccsystens-platfornxrpmfile_nane>

On Ubuntu/Debian:

sudo dpkg -i <deb fil enane>
Then to update dependencies:
sudo apt-get install -f

2. Start your HPCC Systems platform.

sudo systenttl start hpccsystens-platformtarget

NOTE: We provide sample scripts (see Appendix:Example Scripts) to make starting larger multi-node systems
easier.

System V users please refer to Appendix: hpec-init.
3. Run ECL Watch. Check out your system.
Using a browser, go to ECL Watch running on port 8010 of your HPCC Systems Node.
For example, http://nnn.nnn.nhn.nnn:8010, where nnn.nnn.nnn.nnn is your node's I P address.
4. Create and run some ECL.
Y ou can do this right from ECL Watch. In ECL Watch, click on the ECL icon then click on the Playground link.

5. Go to https://hpccsystems.com/download get and install the ECL IDE and Client tools.

Now What?

Now that you have HPCC Systems started and running, what do you want to do? Maybe evaluate your needs and
proceed to develop a custom configuration suitable for those needs. Maybe you want to expand your system and add
nodes. Those topics and several others are covered in the following sections.

To familiarize yourself with what your system can do we recommend following the stepsin:

» The HPCC Systems Data Tutorial

» The Six Degrees of Kevin Bacon example

» Read Using Config Manager to learn how to configure an HPCC Systems platform using Advanced View.
» Useyour new skillsto process your own massive dataset!

© 2021 HPCC Systems®. All rights reserved
5



Installing & Running the HPCC Systems® Platform
HPCC Systems Installation and Startup

HPCC Systems Installation and Startup

Follow these steps to install the packages and start components in a single-node configuration to begin. Once it is
successfully installed, you will use the Configuration Manager to customize or expand your system.

Configuration Manager is the utility with which we configure the HPCC Systems platform. It is run on your Linux
Server and you accessiits interface using a browser.

Figure 1. System Overview: Thor
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Figure 2. System Overview: Roxie
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HPCC Systems Installation and Startup

Initial Setup-Single Node

This section covers installing the HPCC Systems on a single node. This will enable the HPCC Systems platform
to operate successfully; however, the rea strength of the HPCC Systems platform is when it is run in a multi-node
environment and can leverage the ability to perform operations using Massively Parallel Processing (MPP).

In addition, on a production system, you would dedicate one or more nodes to each server process. See the Using
Configruation Manager manual for more details.

Installing the Package

The installation and package that you download is different depending on the operating system you plan to use. The
installation packages will fail to install if their dependencies are missing from the target system.

Packages are available from the HPCC &/stems® website: https://hpccsystems.com/download/

Toinstall the package, follow the appropriate installation instructions:

CentOS/Red Hat

To install the Platform you should have the appropriate permissions to install packages. If you have sudo rights, then
you can install the platform using yum.

sudo yuminstall <hpccsystens platform rpm package>

Optionally you can install the package with rpm (recommended using the -Uvh options), however then you would
have to negotiate installing any additional dependencies.

Ubuntu/Debian

For Ubuntu installations a Debian package is provided. To install the package, use:

sudo dpkg -i <deb fil ename>
After installing the package, run the following to update any dependencies.

sudo apt-get install -f

© 2021 HPCC Systems®. All rights reserved
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HPCC Systems Installation and Startup

Plugins

There are several optional plugins that you could choose to add to your installation.
For RPM based systems, you can install using yum.

sudo yuminstall <hpccsystens plugin plugin_nane>

Toinstall the optional plug insfor a Ubuntu/Debian package, use:

sudo dpkg -i <hpccsystens plugin plugi n_nanme>

The optional plugins are:

« JAVA : javaembed » Kafka: kafka
 JavaScript : v8embed e MemCache : memcached
* R:rembed * Redis: redis

e MySql : mysglembed e SQL Lite: sglite3embed

Some other technologies, such as Python and Cassandra support are included in the platform package.

© 2021 HPCC Systems®. All rights reserved
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Initial Startup

1. Start the system using the default configuration.

sudo systenct!| start hpccsystens-platformtarget

including an hpcc-init log for the start up process. If any component failsto start, these logs can help

Therearelog filesfor each component in directories below /var /log/HPCCSystems (default ocation)
@ in troubleshooting.

* Additional information about the hpcc-init system and logs in the hpcc-init appendix.

Note: If you are using Cent OS 6, Ubuntu 14.04, or another System V based system, please see the Appendix:
System V.

© 2021 HPCC Systems®. All rights reserved
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HPCC Systems Installation and Startup

Running an ECL Query on your Single-Node System

The single node system is running, and you can now create and run some ECL! code usi ng either ECL IDE, the
command line ECL compiler, or the ECL Command line tool.

Install the ECL IDE and HPCC Systems Client Tools

1. Inyour browser, go to the ECL Watch URL. For example, http://nnn.nnn.nnn.nnn:8010, where nnn.nnn.nnn.nnn
isyour node's IP address.

Y our |P address could be different from the ones provided in the example images. Please use the IP
& address of your node.

2. From the ECL Watch Advanced menu, select the Downloads link.
Figure 3. ECL Watch Resour ce Page

Advanced
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b

Additional Resources

*
Follow the link to the HPCC Systems portal download page.

Alternatively, you could use your browser to go directly to https.//hpccsystems.com/downl oad

3. Follow the instructions on that page to download the ECL IDE and Client Toolsfor Windows.

Enterprise Control L anguage (ECL) is a declarative, data centric programming |language used to manage all aspects of the massive data joins,
sorts, and builds that truly differentiate HPCC Systems (High Performance Computing Cluster) from other technologies in its ability to provide
flexible data analysis on a massive scale.

© 2021 HPCC Systems®. All rights reserved
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4. Install the ECL IDE and Client Toolsfor Windows.
Note:  TheECL IDE only runs on Windows operating systems.

5. Oncethe ECL IDE is successfully installed, you can proceed.

© 2021 HPCC Systems®. All rights reserved
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Running a basic ECL program

Now that the packageisinstalled on your Linux node and ECL IDE isinstalled on your Windowsworkstation, you can
run your first ECL program. ECL programsmay berunlocally or remotely. For larger ECL jobs, you will want to target
aremote cluster of machines, which may not be running the same operating system as the machine you are working on.

In this section we will use the ECL Command line interface to the compiler to compile and run ECL code locally.

The ECL compiler (eclcc) installs on to the eclcc server node when apackage isinstalled. : This should bein your path,
S0 you can run it from anywhere on the server. It is aso installed on a Windows machine when you install the ECL
IDE. To compile and run on Windows, you also need the Visual Studio 2008 C++ compiler (see User Workstation
Requirements for details).

1. Create afile caled hello.ecl and typein the following text (including the quotes):
out put (' Hello world');
Y ou can either use your favorite editor, or you can use the command line by typing the following
echo "Qutput('Hello world');" > hello.ecl
2. Compile your program using eclcc by typing the following command:
ecl cc hell o. ecl
3. An executablefileis created which you can run as follows:
# on a Linux nmachi ne:
./ a.out

# on a W ndows nachi ne:
a. out

Thisgeneratesthe output "Hello world" (excluding quotes), to the std output, your terminal window in thisexample.
You can redirect or pipe the output to afile or program if you choose. This verifies that the compiler is working

properly.
Running remotely using ECL Command Line

The ECL Command LineInterface (CL1) application accepts command line parameters to send directly to an ECL
execution engine. You can use this utility to control the creation and execution of larger ECL jobs which target a
remote system. To compilejobs on aremote system, eclcc isused to create an archive of the ECL code to be compiled,
and the ecl CL1 isused to submit it to atarget cluster for compilation by the remote compiler server (eclccserver).

To submit ajob using the ECL CLI, make sure the HPCC Systems platform has been started and use the following
syntax:

ecl run hello.ecl --target=hthor --server=<IP Address of the ESP node>: 8010
The workunit? result is returned to the command line.

View the full details of the workunit using the ECL Watch interface for your HPCC Systems platform at this location
http://nnn.nnn.nnNn.nnn:8010, where nnn.nnn.nnn.nnn isthe | P of your ESP server node. Either search for the workunit
using the workunit ID or select ECL Workunits/Browse and find your workunit in the list provided.

Setting up an ecl.ini file makes running a workunit alittle easier when you want to use the same settings every time
you submit aworkunit in thisway. See the HPCC Systems Client Tools manual for details.

2A Workunit is a record of atask submitted to an HPCC Systems cluster. It contains an identifier--workunit 1D, the ECL code, results, and other
information about the job.

© 2021 HPCC Systems®. All rights reserved
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If your ECL is more complex than a single source file, you can use the eclcc compiler locally to create an archive
to be sent to the eclccServer:

eclcc hello.ecl hello2.ecl helloN. ecl -E| ecl run - --target=thor --server=<|IP Address of the ESP>:8010

The target parameter must name avalid target cluster name as listed in your environment's topology section.

© 2021 HPCC Systems®. All rights reserved
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Running a basic ECL program from the ECL IDE

1. Openthe ECL IDE onyour Windows workstation, from your start menu. (Start >> All Programs >> HPCCSystems
>> ECL IDE).

@ Y ou can create a shortcut on your desktop to provide quick accessto the ECL IDE.

2. Enter your Login 1D and Password provided in the Login dialog.

Figure4. Login Window

ECL IDE [zl
Configuration: | default w 1|
Login I [_hpl:l:demn |
Passwaord: | TIIITIL |

o I o]

3. Open anew Builder Window (CTRL+N) and write the following code:
QUTPUT(' Hel lo World');
This could also be written as:
"Hello World';

Inthe second program listing, the OUTPUT keyword isomitted. Thisis possible because the languageisdeclarative
and the OUTPUT action isimplicit.

© 2021 HPCC Systems®. All rights reserved
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4. Select thor asyour target cluster.

Thor isthe Data Refinery component of your HPCC Systems platform. It is adisk based massively parallel com-
puter cluster, optimized for sorting, manipulating, and transforming massive data.

Figure 5. Select target
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5. Press the syntax check button on the main toolbar (or press F7).

Figure 6. Syntax Check
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A successful syntax check displaysthe "No Errors' message.
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6. Pressthe Submit button (or press ctrl+enter).

Figure 7. Completed job
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The green check mark indicates successful completion.
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7. Click on the workunit number tab to see the output.

Figure 8. Completed job output
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Configuring a Multi-Node System

While the single-node system is fully-functional, it does not take advantage of the true power of HPCC Systems--the
ability to perform operations using Massively Parallel Processing (MPP). This section provides the steps to expand
your single-node system into a multi-node system using the Configuration Manager Wizard.

To run amulti-node system, ensure that you have exactly the same packagesinstalled on every node. Follow the steps
below to configure your multi-node system to leverage the full power of Massively Parallel Processing.

Using the Configuration Manager Wizard

This section detail s reconfiguring a system to use multiple nodes. Before you start this section, you must have already
downloaded the correct packages for your distro from the HPCC Systems® website: https.//hpccsystems.com/down-
load.

1. If itisrunning, stop the HPCC Systems platform, using this command:

sudo systenttl stop hpccsystens-pl atformtarget

Y ou can use this command to confirm HPCC Systems processes are stopped:
@ sudo systenttl status hpccsystens-platformtarget

2. Start the Configuration Manager service.

sudo / opt/ HPCCSyst ens/ sbi n/ confi gngr

3. Leavethiswindow open. Y ou can minimizeit, if desired.

4. Using a Web browser, go to the Configuration Manager's interface:

http://<node ip >:8015

5. The Configuration Manager startup wizard displays. To use the wizard, select the Generate new environment using
wizard button.

© 2021 HPCC Systems®. All rights reserved
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6. Provide aname for the environment file.

Thiswill then be the name of the configuration xml. For example, we will name this NewEnvironment.xml.

7. Pressthe Next button.

Next you will need to define the | P addresses that your system will use.

© 2021 HPCC Systems®. All rights reserved
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8. Enter al the IP addresses you want to use for this HPCC Systems cluster. Alternatively, you could enter the host-
name(s).

The P addresses do not need to be contiguous. |n theimage below, we specified the | P addresses nn.nnn.nnn.1-125
and nn.nnn.nnn.128. These are separated with a semi-colon.

You can specify arange of |Ps using a hyphen (for example, 192.168.55.1-125). |IP Addresses can be specified
individually using semi-colon delimiters.

7z fwmww a/‘“*nn;--ak‘“ffﬁ\

HPCC Systems

\l

Environment setup

Welcome to wizard mode!

Define IP Addresses andfor hostnames for the environment being configured.
IP Address format: 0 00 X0

192.168.56.1-125;192.168.56.128; MyHostName;|

e -

JV W Wperwy wivew Y

9. Pressthe Next button.

Now you will define how many nodes to use for the Roxie and Thor clusters.

© 2021 HPCC Systems®. All rights reserved
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10.Enter the appropriate values as indicated.

IPEUY.L L NP ERTE
R

HPCC Systems

Environment setup

Enter number of nodes for Roxie and Thor clusters. No RoxieThor cluster vl
be generated for zero (0) number of nodes.

Number of support nodes 2

j Mumiber of nodes for Roxie cluster 0

Mumber of slave nodes for Thor cluster

i { A Thor Master will be added to the cluster and assigned to a 100
{

support node)

Number of Thor slaves per node (default 1) 1

Enable Roxie on demand ﬁ

| Cancel || Back m

Number of support nodes: Specify the number of nodesto use for support components. The default is 1.
Number of nodes for Roxie Specify the number of nodes to use for your Roxie cluster. Enter zero (0) if
cluster: you do not want a Roxie cluster.

Number of slave nodes for Specify the number of slave nodesto useinyour Thor cluster. A Thor master
Thor cluster node will be added automatically.

Number of Thor slaves per Specify the number of Thor slave processesto instantiate on each slave node.
node (default 1) Enter zero (0) if you do not want a Thor cluster.

Enable Roxie on demand Specify whether or not to allow queries to be run immediately on Roxie.

(Default istrue)
11.Press the Next button

The Environment Summary displays.

© 2021 HPCC Systems®. All rights reserved
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12.Click on Finish to accept these values. This saves thefile.

you may not need a Roxie or you may need several smaller Roxie clusters. In addition, in aproduction
[Thor] system, you would ensure that Thor and Roxie nodes are dedi cated and have no other processes
running on them. This document isintended to show you how to use the configuration tools. Capacity
planning and system design is covered in atraining module.

@ Keep in mind, that your HPPC configuration may be different depending on your needs. For example,

/f"“'\«/“\/t\wwxmmf\ww—_—#«uﬂ

HPCC Systems

Component/Esp Services BuildSet Met Addresses/Po

192.168.56.8.192.168.56
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.168.56.19,192.168.56.2|
8.56.21,192.168.56.22.1!
6.23.192.168.56.24,192..
5,192.168.56.26,192.168

mydali dali 192.168.56.2
mydfuserver dfuserver 192.168.56.3
myeclccsenver eclccsenver 192.168.56.5
myesp esp 192.168.56.1
myeclagent eclagent 192.168.56.4

192.168.56.1,192.168.56
68.56.3,192.168.56.4.19:
5.192.168.56.6,192.168.!
158.56.8,192.168.56.9,1!
6.10,192.168.56.11,192.
2.192.168.56.13,192.164
92.168.56.15,192.168.56

oo [

Cancel Back

Click and drag to resize '

Y ou can resize the Environment Summary by clicking and dragging the lower right corner.

@9 /If“*\ P WO YVYY Wywy wge
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13.Y ou will now be natified that you have completed the wizard.

Successfully generated the file
NewEmdronment xm

At this point the system has created afile named NewEnvironment.xml in the /etc/HPCCSystems/sour ce directory

14.Stop the Configuration Manager in the terminal where you started it by pressing CTRL-C.

2 Be sure system is stopped before attempting to move the environment.xml file.

15.Copy the NewEnvironment.xml file from the source directory to the /etc/HPCCSystems and rename the file to
environment.xml

# for exanple
sudo cp /etc/HPCCSyst ens/ sour ce/ NewEnvi ronnment . xml /et ¢/ HPCCSyst ens/ envi r onnent . xmi

Make sure that you have sufficient privileges to write file(s) to the destination directory before at-
& tempting to copy. If prompted to overwrite the destination file, you should answer yes.

16.If you have added new machines to the cluster, you need to copy and install the HPCC Systems package onto all
nodes, and generate and clone the SSH keys. This can be done using the install-cluster.sh script which is provided
with HPCC Systems. Use the following command:

/ opt / HPCCSyst ens/ shi n/instal |l -cluster.sh -k <package-fil e- name>

Where <package-file-name> is the name of the package file that you want to install on every node - this will be
in the form hpcesystems-platform-xox-n.n.nnnn.rpm (or .deb) depending on the version and distro. More details
including other options that may be used with this command are included in the appendix.

17.Copy the /etc/HPCCSystems/environment.xml to /etc/HPCCSystems/ on every node.

You may want to create a script to push out the XML file to all nodes. A sample script is provided with HPCC
Systems. The following command copies the XML files out to al nodes as required:

sudo /opt/ HPCCSyst ens/ shi n/ hpcc- push. sh -s <sourcefile> -t <destinationfile>

Where the <sourcefile> is the absolute path to the file you want to copy, and the <destinationfile> is the absolute

path to the file you want written out. See the appendix (A ppendix:Example Scripts) for more information on using
this script.

© 2021 HPCC Systems®. All rights reserved
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18.Restart the HPCC Systems on every node. The following command starts HPCC Systems on an individual node:

sudo systenctl start hpccsystens-platformtarget

Y ou may want to use a script to push this command out to every node. A sample script is provided
@ with HPCC Systems. Use the following command to start HPCC Systems on al nodes:

sudo / opt/ HPCCSyst ens/ sbi n/ hpcc-run. sh systenct|l start hpccsystens-platformtarge

This script can also be used to stop HPCC Systems on all nodes and to start and stop individual components on all
nodes. See the appendix (Appendix:Example Scripts) for more details.

Additional SSH Key Information

On multi-node HPCC Systems, certificates and SSH keys must al match across all nodes for the system to work
properly. If you used the install-cluster.sh script as outlined in the steps above, this would make sure that everything
is properly in sync. However, it is still a good idea to verify that they do al match up. Another way to ensure thisis
to use the delivered hpcc-push.sh script. For example, the following commands would push out the certificate, key,
and public key out to all hosts defined in the environment.

sudo /opt/ HPCCSyst ens/ sbhi n/ hpcc- push. sh \

-s [/ hone/ hpcc/ certificatel/ public.key. pem-t /home/ hpcc/certificate/public.key. pem
sudo /opt/HPCCSyst ens/ sbhi n/ hpcc- push. sh \

-s [/ hone/ hpcc/ certificatel/ key. pem-t /home/ hpcc/certificatel/key. pem
sudo /opt/ HPCCSyst ens/ sbhi n/ hpcc- push. sh \

-s /hone/ hpcc/certificate/certificate. pem-t /honme/hpcc/certificate/certificate. pem

See the appendix (Appendix:Example Scripts) for more information on using this script.

Update SSH Keys

Y ou may want to periodically refresh or rotate your SSH keys. We recommend using a provided script for installing
or updating SSH Keys. See the appendix (Appendix:Example Scripts) for more information on using this script.
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Starting and Stopping
Start, Stop, Restart the System

Once you have your system environment established, the init system can be used to start, stop, or restart components.

The following commands can be used:

To start the system:

To start your HPCC Systems platform issue the following command;

sudo systenctl start hpccsystens-platformtarget

For a CentOS 6 or other System V based systems see Appendix: hpcc-init.

To stop the system:

To stop your HPCC Systems platform issue the following command,;

sudo systenttl stop hpccsystens-platformtarget

For a CentOS 6 or other System V based systems see Appendix: hpcc-init.

@ Y ou can use a script to start or stop multiple nodes in the system. See Example Scripts in the Appendix
section.

Start or Stop Single Components

To start asingle component,

systentt!| start <conponent-type>@conponent-nane>. service
To stop a single component,
systentt| stop <conponent-type>@conponent - nane>. servi ce

For a CentOS 6 or other System V based systems see Appendix: hpcc-init.

Start or Stop Configuration Manager

Configure the system as desired using Configuration Manager.
1. If the system is running, stop the HPCC Systems platform, using this command on every node:
sudo systenttl stop hpccsystens-pl atformtarget

2. Start the Configuration Manager service on one node (usually thefirst nodeis considered the head node and is used
for thistask, but thisis up to you)

sudo /opt/HPCCSyst ens/ sbi n/ confi gngr
3. Using aweb browser, go to the Configuration Manager's interface:

http://<ip of installed systenr: 8015
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Configuring HPCC Systems® for Au-
thentication

This section details the steps to configure your HPCC Systems platform to use authentication. There are currently a
few waysto use authentication with your HPCC Systems platform: simple htpasswd authentication, LDAP, or another
plugin security method.

The htpasswd authentication method is basic password authentication. It only grants or denies access to a user, based
upon MD5 encrypted password authentication.

LDAP authentication offers more features and options. LDAP can not only authenticate users, but adds granularity to
the authentication. LDAP allows you to control grouped access to features, functions, and files.

Y ou should consider your system needs and decide which of these methods is appropriate for your environment.

server touse HTTPS (SSL) and set ALL service bindings to only use HTTPS. This ensures that
credentials are passed over the network using SSL encryption. See Configuring ESP Server to use
HTTPS(SL) for details.

2 When implementing any form of authentication, we strongly recommend that you enableyour ESP

You should not attempt this until you have already deployed, configured, and certified the envi-
ronment you will use.

Using htpasswd authentication

htpasswd provides basic password authentication to the entire system. This section contains the information to install
and implement htpasswd authentication.

Connect to Configuration Manager

In order to change the configuration for HPCC Systems components, connect to the Configuration Manager.
1. Stop al HPCC Systems components, if they are running.
2. Verify that they are stopped. Y ou can use a single command, such as:
sudo /opt/HPCCSyst ens/ sbi n/ hpcc-run.sh -a hpcc-init status
3. Start Configuration Manager.
sudo / opt/HPCCSyst ens/ sbi n/ confi gngr
4. Connect your web browser to the Configuration Manager web interface.

(using the url of http://<configmgr_IP_Address>:8015, where <configmgr_IP_Address> is the IP address of the
node running Configuration Manager)

5. Select the Advanced View radio button.
6. Usethedrop list to select the XML configuration file.

Note:  Configuration Manager never works on the active configuration file. After you finish editing you will
have to copy the environment.xml to the active location and push it out to all nodes.

7. Check the Write Access box.
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Default accessis read-only. Many options are only available when write-accessis enabled.

Enabling htpasswd authentication in HPCC Systems
8. Create an instance of the Security Manager Plugin:

a. Right-click on Navigator Pane on the left side.

b. Select New Components

c. Select the htpasswdsecmgr component

9. Configure the htpasswd plugin

Figure 9. Security Mgr Configuration page
HPCC Systems &

» Environment - HIP swd il

HipasswdSecurityManager

Hardware
- Software value
Dafilesry - rmydafilesr htpasswdFile feteiHPCCSystemss htpagswd

Dal Server - mvdali

instanceF actoryName createlnstance

Diu Servar - mydfusener libManne libhtpasswdSecurity.so

Directories namea htpasswdsecmyr

Drop Zone = mydropone
Ecl &gen! - myaclagent
Ecl CC Senver- myeclcesener
Ecl Schiedular- myeclscheduler
Esp - myesp

» Esp Sendce (3)
FT Slave - myftslave

N H?Clu sher - I"I'T:.'T'Dllr r

a. Enter the location of the Htpasswd file containing the username and password on the Linux file system for the
value of htpasswdFile

b. InstanceFactoryNameisthename of the security manager factory function, implemented in the security library.
The default is "createl nstance". For implementing Htpasswd, |eave the default.

c¢. Provide alibrary name value for libName. For Htpasswd, use libhtpasswdSecurity.so
d. Provide an instance name for the name value. For example, htpasswdsecmgr.
10.Select Esp - myesp in the Navigator panel on the left hand side.

Note:  If you have more than one ESP Server, each one should have its own authentication set up.
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11 Associate the Security Manager Plugin with the ESP binding(s)
a. Click onthetarget Esp in the Navigator Pane on the left side.
b. Select the ESP Service bindingstab

c. On the target binding(s) select the appropriate securityMgrPlugin instance from the drop list.

description \ ACCESE :
Rool access to SMC savice ! _,f Read

12.Select the security Plugin for each service that requires a security manager.

For example, in the above image, select htpasswdsecmgr for the smc service. Then, select it for ws_ecl and every
other service that you want to use htpassword security.

13.Select the Authentication tab

Authentication

¢l Scheduler - myev

b Esp Setvice (4)
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14.Click on the value column drop list to display the choices for method.

| ]

EspProcess

: Attributes ESP Service Bindings -

Authentication AuthDomain I

name value

checkViewPermissions false
getUUserNameUnrestrictedResources  /favicon ico,/esp/files/* /esp/xsit/*
getUserNameURL lesplfiles/GetUserName. html
IdapConnections 10
ldapServer
loginLogoURL lesplfiles/eclwatch/img/Loginlogo.png

none v J
passwordExpirationWarningDays none

userNameOnly

Idap

Idaps

secmgrPlugin

15.Choose secmgr Plugin from the drop list.

16.Click on the disk icon to save.

User administration with htpasswd

Users and passwords are kept in the htpasswd file. The htpasswd file must exist on the ESP Node where you have
enabled authentication. HPCC Systems only recognizes MD5 encrypted passwords.

The default location is: /etc/HPCCSystemd/.htpasswd on the ESP node that has been configured to authenticate, but
it is configurable from the Htpasswd Security Manager as outlined above (step 9).

Y ou can use the htpasswd utility to create the .htpasswd file to administer users.

Y ou may already havethe htpasswd utility onyour system, asit isapart of some Linux distributions. Check your Linux
distribution to see if you already have it. If you do not have it you should download the utility for your distribution
from The Apache Software Foundation.

For more information about using htpasswd see: http://httpd.apache.org/docs/2.2/programs/htpasswd.html.
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Using LDAP Authentication

This section contains the information to install and implement LDAP based authentication. LDAP Authentication
provides the most options for securing your system, or parts of your system. In addition to these configuration settings
you should run the initldap utility to create the required default HPCC Systems Admin user on your LDAP server.

If you choose to use LDAP authentication you must enable LDAP security in your HPCC Systems configuration.
With LDAP security enabled on your system you can then choose to enable file scope security. You can choose to

use LDAP authentication without enabling file scope security. The following sections describe how to enable LDAP
authentication and file scope security for your HPCC Systems platform.

Connect to Configuration Manager

In order to change the configuration for HPCC Systems components, connect to the Configuration Manager.
1. Stop all HPCC Systems components, if they are running.

2. Verify that they are stopped. Y ou can use a single command, such as:

sudo / opt/ HPCCSyst ens/ sbi n/ hpcc-run.sh -a hpcc-init status
3. Start Configuration Manager.

sudo /opt/HPCCSyst ens/ sbi n/ confi gngr
4. Connect to the Configuration Manager web interface.

(using the url of http://<configmgr_IP_Address>:8015, where <configmgr_IP_Address> is the IP address of the
node running Configuration Manager)

5. Select the Advanced View radio button.
6. Usethedrop list to select the XML configuration file.

Note: Configuration Manager never works on the active configuration file. After you finish editing you will have to
copy the environment.xml to the active location and push it out to all nodes.

Modifying the configuration
Follow the steps below to modify your configuration.

1. Check the box for Write Access.

2. From the Navigator pane, select Hardware.

3. Select the Computer stab from the panel on the right.
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4. Right-click on the table below computers and select New from the pop up menu.

HPCC Systems

w» Ervironment - ermironmentzmi

Computer Types | Switches Domains | EEEEETET

w S0Meare M netaddress
Daflasry - rydafilesne E = N P
Dali Serear- mipdali i | MewRange..
Difu Senver - mydfuserer | Dlete
Directaries oy Hardwars IDEMI:S} To P_

Drop Zone - mydrogzone
Ecig

The Add New Computersdialog displays.

5. Fill inthe values for the Computer Attributes

fa = o YR I~ L 1

Add New Computers *

Computer Attributes
Name Prefic: | |Idap]

D'omain: | lecaldomain pll

Type: | linuxmachine v

IP address/range
Range:

Start IP Address:

Stop IP Address:

Hostname:

a. Provide aName Prefix, for example: ldap.
This helps you to identify it in the list of computers.
b. Fill in Domain and Type with the values of your domain name, as well as the types of machines you are using.

In the example above, Domain is localdomain, and the Type is linuxmachine. These should correspond to your
domain and type.
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If you need to add a new domain or machine type to your system to be able to define an existing LDAP server, you
should set these up first in the other two tabs in the hardware section.

¢. Add the IP address as appropriate for the LDAP server.
d. Pressthe Ok button.

e. Click onthedisk icon to save.

Adding the IdapServer component

After the LDAP Server node has been added to the Hardware configuration, configure the Software LDAP server
definition.

1. Right-click on Navigator Pane and choose New Components from the pop-up menu, then choose |dapServer
from the pop-up menu.

HPCC Systems

Navigator i
w Erdronment - environment xmi '
Hardware ’
m Mews Companants ¥ dafilasmy "
Dafles  nayw Esp Services vl i
Call 54 diuserver
Diu S8 DropZone
| Copy ComponentiSerdice To  »
Direcid___ | eclagent _'
eticesener *
Drop Zone - mydropzone rlscheduler ,
Ecl Agent - myeclagent &50
Ecl CC Sarver - myaclccsaner fislave
Ecl Schaduler - myeclscheduler HE_DBE £
FoEle -
Esp - myssp sasha ,
Esp Semvice (2 th b
¢ EspSenice (2) | ar ’
FT Stave - millslave topology ;
Roxie Cluster = myroxe f
Sasha Server - mysasha 4
Thior Cluster - rvthor ;

RSN L PN SN

Note: The IdapServer component is merely a definition that specifies an existing LDAP server. It
& does not install one.
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2. Fill inthe LDAP Server Process properties:

a. OntheInstancestab, Right-click on the table on the right hand side, choose Add Instances...

(v—‘w Pt At FWM

LDAPServerProcess

| Attributes -

computer netAddress

Mo records found.

Add Instances...
Remaove Instan ce&

rm\* r’rf’,\‘f\-’\,ﬂ"’ﬁ\%

The Select computer s dialog appears.

b. Select the computer to use by checking the box next to it.

Select computers X
Computers
| Salect
Al Computar Net Address Usage |
mydropzonea mydali mydiusy
myeclccsaner myesp
node2 18 10.238 5 myeclagent miyfislave mysad
mydafilesn mythor
mysclschaduler
prae " myraxie myflslave mydafiles
noda2 S 10258 3 mythor
g - myraie myftsiave mydafiles|
< '“[:' Widap 142065 10,1761 &0 88 Idapsanar

'--.______-____ ______..,_..‘-"

Add Hardwara i Cancel

Thisisthe computer you added in the Hardware/ Add New Computers portion earlier.

c. Pressthe Ok button.
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d. Fill inthe Attributes tab with the appropriate settings from your existing LDAP Server.

m

LDAPServerProcess
Instances
name value

description LOAR server process
filezBasedn ou=files ou=ecl
groupsBasedn ou=groups ou=ecl
IdapPort 389
l[dapSecurePor B36

modulesBasedn

narme

serverType
sudoersBasedn
systemBasedn
systemCommoniame
systemMasswaord
systemlser
usersBasedn

wotkunitsBasedn

ou=rnodules, ou=ecl
l[dapserer
ActiveDirectary
ou==U00ers
ch=lsers ou=ecl
TheAdmin

Theldmin

ou=users,ou=ecl

ou=workunits ou=ecl
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e. Choosethe LDAP server type from the serverType attribute drop box.

meaﬂ
LDAPServerProcess
ritysrml
Instances
narne value
g cacheTimeout 5
description LOAF server process
% filesBasedn ou=files ou=ecl
groupsBasedn ou=groups ou=ecl
ldapPort Jeg
o l[dapSecurePort B36
uler = modulesBasedn ou=modules, ou=ecl
narne ldapserver
LActiueDirectury |L]
sudoersBasedn ActiveDirectory
B OpenlLDAF
e J8900rectoryServer
systemCommonMame Fedora3td
g systemPassword
systeml)ser TheAdmin
usersBasedn ou=users, ou=ec|
= wiorkunitsBasedn ou=warkunits ou=ecl

NOTE: Support for OpenLDAP has been deprecated. The option isincluded only for legacy purposes.
f. Click onthedisk icon to save.
Note: The cacheTimeout value is the number of minutes that permissions are cached in ESP. If you change any
permissionsin LDAP, the new settings will not take effect until ESP and Dali refresh the permissions. This could
take as long as the cacheTimeout. Setting thisto 0 means no cache, but this has performance overhead so it should
not be used in production.

3. Inthe Navigator pane, click on ESP -- myesp

© 2021 HPCC Systems®. All rights reserved
37



Installing & Running the HPCC Systems® Platform
HPCC Systems Installation and Startup

4. On the EspProcess page on the right hand side, select the Authentication tab.

HPCC Systems

Navigator
» Emironment - nothartew1.omi
Hardware
- Software

Dafilesry - mydafilesry
Dali Senver - mydali
Difu Server - mydiusenser
Diractories
Drop Zone - mydropzone
Ed Agent - myaclagent
Ed CC Server - myaclceserver
Ed Scheduler - myeclscheduler

» Esp Sanice (Z)

SR WH«..

Fill in the appropriate values:

a
necessary in your environment).

Change the method value to Idap.

nitsBasedn

Click on the disk icon to save.

EspProcess

Attributes | ESP Senice Bindings HTTPS

Moo, ‘__,"‘\x-.f\.ﬂ*ﬁmx @ gr

fama
checkViewPemissions . false |
QedltzarMNa mellnresincledResources fawicon.ico fespifiles’™ lespicsit™
geillserNamellRL faspiiiles/GetUserMame him|
idapConnechons 10 !

)

loginLogoURL 3 atchimg/Loginiogo png
meathod H?P?mer .
passwordExpiration\WarningDays 10 ;

Change the IdapConnections to the number appropriate for your system (10 is for example only, may not be

Select the ldapServer component that you added earlier from the drop list, for example: [dapserver.

Select the ESP Service bindingstab. Verify that your LDAP settings appear in ther esour cesBasedn and wor ku-
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5. To enable the file scope permissions, configure the file scope security for the Dali Server.
In the Navigator pane, click on the Dali Server -- mydali

HPCC Systems

davigator DaliServerProcess )

» Emvironment - newgen114.xml

Altributes Stora || Backu Ingtances Notes
Hardware P
» Software nama value
Dafilesry - mydafilasry authMethod simple

checkScopeScans true
Dfu Server - mydfuserver

filesDefaultFassword

Liractorias filesDefaultlUser defaultliser
i IdapProtacel Idap

Ecl Agent - myadagant

Edl CC Server - myeclcesaner L

i
=]} '
e
Ecl Scheduler - myedscheduler f

ST P Jr

ot gty

Fill in the values as appropriate;
a Select the LDAP tab.
b. Change the authMethod to simple
C. Set the checkScopeScans valueto true.
Only set this value to true when you want file scope security enabled. Security settings can have three states.
» None, no authentication and no file scope security.
» LDAP security for authentication only, without enabling file scope security.
e LDAP authentication and file scope security enabled.

d. Changethe LDAP values as appropriate to match the settingsin your LDAP server component in configuration
manager.

For example, change the IdapSer ver to the value you gave your LDAP Server, in our exampleitis: ldapserver.
Confirm the change when prompted.

The filesDefaultUser is an LDAP account used to access files when no user credentials are supplied. Thisis
similar to a guest account, so it should be an account with very limited access, if used at all. To disable access
without credentials, leave filesDefaultUser blank.

The filesDefaultPasswor d is the password for that account.

e. Click onthedisk icon to save.
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6. Inthe Navigator pane, click on the Roxie Cluster -- myroxie

Rovecuser

« Emdiranment - Angdhertew 1 mi . 3
Attributes Options | Redundancy | Tracing | UDP | Cache

Hardware
User Matncs || Motes
» Solware - 3
Dafilean - mydafilasny nanms valus
Diali Sarver - mydal IdapPasswaord
DU Serves - mydiusener Idapllser TroXiE
Directones 3

Smcﬂles the user name "|:|r L
Drop Zone - Mydropzone Default valug = roxie’

Ed Agent - myeclagent
Ed CC Sender - myeclCosener
Ed &cheduler - myecscheduler

Esp - myasp

=
E

Esp Service (2]
FT Slave - myftslave
LDAF Sener - Idapaener

h*uﬂ-ﬁé"v“:‘rwﬂ«, Y 3 M‘x*\w o

a. Onthe RoxieCluster page on the right hand side, select the L DAP tab.

b. Locate the IdapUser field and verify that there is avalid HPCC Systems user who is a member of the Authen-
ticated Users group on your LDAP server. For example, the "roxie" user assumes that the "roxie" user isavalid
HPCC Systems authenticated user.

¢. Add the password security for Roxie by adding it to the IdapPassword field on the same tab.

authenticated users.
In the following section, Adding and editing users, add the roxie user and make sure that password is the
same as the one entered in Configuration Manager.

2 In order to run Roxie queries with File Scope security, ensure that a Roxie user is created in the list of

Installing the Default Admin user

After enabling your configuration for LDAP security, you must copy your environment file to the /etc/HPCCSystems
directory. See the section Configuring a Multi-Node System for more info about configuring your system. With the
correct environment.xml file in place, you must then run the initldap utility that initializes the security components
and the default users.

The initldap Utility

The initldap utility creates the HPCC Systems Administrator's user account and the HPCC Systems OUs for a newly
defined LDAP server. Theinitldap utility extracts these settings from the LDAPServer component(s) in the environ-
ment.xml bound to the configured ESPs.

You run the initldap utility once you complete your configuration with LDAP components enabled and have distrib-
uted your environment.xml file to all nodes.

sudo /opt/ HPCCSyst ens/ bin/initl dap

Theinitldap utility prompts you for LDAP Administrator credentials. Enter the appropriate values when prompted.
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The following example of initldap for a 389DirectoryServer deployment.

Enter the '389DirectoryServer' LDAP Admin User name on '10.123.456.78'...Directory Manager
Enter the LDAP Admin user 'Directory Manager' password... x***xxxx

Ready to initialize HPCC Systens LDAP Environnment, using the follow ng settings
LDAP Server : 10.123. 456. 78
LDAP Type : 389D rect oryServer
HPCC Adm n User : HPCCAdmi n389

Proceed? y/n

Using the addScopes tool

When anew ESP user account is created, a private "hpccinternal ::<user>" file scope is also created granting new users
full accessto that scope and restricting access to other users. Thisfile scopeis used to store temporary HPCC Systems
files such as spill files and temp files.

If you are enabling LDAP file scope security and aready have user accounts, you should run the addScopes utility
program to create the hpccinternal::<user> scope for those existing users.

Users which already have this scope defined are ignored and so it can be used on both new and legacy ESP user
accounts safely.

The toal is located in the /opt/HPCCSystems/bin/ folder and to run it you must pass the location of daliconf.xml,
for example:

/ opt / HPCCSyst ens/ bi n/ addScopes /var/|i b/ HPCCSyst ens/ nmydal i / dal i conf . xni

Run addScopes on the Dali node.
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User Security Maintenance

Configuring an HPCC Sysiems® platform to use Active Directory or LDAP-based security allows you to set permis-
sionsto control access to Features, File Scopes, and Workunit Scopes.

Introduction

HPCC S\/sxems® mai ntains security in anumber of ways. HPCC &/stems® can be configured to manage users' security
rights by pointing either at Microsoft's Active Directory on a Windows system, or a 389Directory Server on Linux
systems.

Using the Permissionsinterfacein ECL Watch, administrators can control accessto featuresin ECL IDE, ECL Watch,
ECL Plus, DFU Plus, and the ECL modules within the Attribute Repository. Optionally, you can also implement file
and workunit access control by enabling that setting in the Dali server.

Establish permissions by group or by user and define them by association with aparticular feature of the HPCC Systems
platform. Permissions can be defined for each unique combination of group and feature. Permissions are separated
into the following categories:

Esp Featuresfor SMC Controlsaccessto featuresin ECLWatch and similar features accessed
from ECL IDE.

Esp Featuresfor WsEclAccess Controls access to the WS-ECL web service

Esp Featuresfor EcIDirectAccess Controls access to the ECLDirect web service

File Scopes Controls access to data files by applying permissions to File scopes

Workunit Scopes Controls access to Workunits by applying permissions to Workunit
scopes

Repository Modules Controls access to the Attribute Repository and Modules in the repos-
itory (legacy)
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Security Administration using ECL Watch

Administrator rights are needed to manage permissions. Once you have administrator access rights, open ECL Watch
in your browser using the following URL:

 http://nnn.nnn.nnn.nnn:pppp (wherennn.nnn.nnn.nnnisyour ESP Server'sIP Addressand pppp istheport.
Thedefault port is 8010).

Security administration is controlled using the Security area of ECL Watch. To access the Security are click on the-
Operationsicon, then click the Security link from the navigation sub-menu.

€ > C (D 10299219 e ,
A ECL Watch ©& = ¢,

Disk Usage Target Clusters (Cluster Processg

| Operations [5 | Security [J

Users Groups Permissions | File Scopes
2 Refresh | Open Add = Delete | Export | Filter = |

i ch a-._q..‘u.' “‘_‘!I‘.’”‘m '\* ity "‘\h" .

There are three areas where permissions may be set:

e Users. Showsall the users currently setup. Usethisareato add or delete auser, edit auser's details, set/reset auser's
password and view the permissions currently assigned to a user.

» Groups. Shows all the groups currently setup. Use this areato add or delete a group, view and edit the members of
agroup, view and edit the permissions that have been set for a group.

» Permissions. Shows the features of the HPCC Systems where permissions may be set. Use this area to view the
permissions currently set for any area of HPCC Systems, or to add groups and users and set/modify their permission
for a specific feature

NOTE: Use caution when setting any explicit deny permission setting. The most restrictive permission
& always applies.
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Information about your account

To find out more information about your account, in ECL Watch click on your username link under Logged In As:
at the top of the ECL Watch page.

LOGGED IN AS:
gsantos / Lock

e A User Detailstab with your account information displays.

User Details
Save

FranklinX

Username: FranklinX

Employee ID: 999959

First Name: Franklin

Last Name: Xavier

Old Password:
MNew Password:

Confirm Password:

Password Expiration:

* You can change your password here, if desired.

* You can also verify the password expiration date, if your password is set to expire.
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Setting and modifying user permissions

In asecurity-enabled environment, accessto ECL Watch and itsfeaturesis controlled using alogin and password. The
User sarea enables you to control who has accessto ECL Watch and the features of your HPCC Systems to which they
have access. Permissions can be set for users based on their individual needs and users can also be added to groups
which have already been set up. Use the User s menu item to:

» Add anew user (note: the Username cannot be changed)
» Deleteauser
» Add auser to agroup

» Change a user's password

Modify the details/permissions of an individual user
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Adding and editing users

To access the user administration sections click on the Operationsicon, then click the Security link from the naviga-
tion sub-menu. Click on the Userstab to add or edit users.

A ECL Watch ﬁ' = 1».',,
Users Tab

Cluster Processes

Operations
lcon

sc:urc:es

Users Groups Permissions

2 Refresh | Add «=

[ ] |Username

Edit Delete |

Full Name

= | .

+ Gl =t gy Tmt g fiph e /
J_'Z':..\.. N ,"’*ﬁm '_t_“__l., N s o 'n--n

All current users are identified in the list by their Username and Full Name.

To add a new user to the list of authenticated users:

To add a new user you must have Administrator level access.

.J""“"'—"‘-“"\ Lo Ty

IuyDisk sage Target Clusters Cluster Processes  System Servers | Securi onit

Sers Groups

Export |"?r Filter = |

iy T User ID: |Neleser |
e Employee ID: 009999
- First Name: Mew

Last Name: User

Password: |-

Retype Password: |--------
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6.

. Pressthe Add button.

The add user dialog displays.

. Enter aUsername.

Thisisthelogin name to use ECL Watch, ECL IDE, WSECL, etc.

. Enter the First Name and L ast Name of the user.

Thisinformation helpsto easily identify the user and isdisplayedin the Full Namefield on the main User swindow.

. Enter a Password for the user and then confirm it in the Retype Password field.

NOTE: The password must conform to the policy of your security manager server.

. Pressthe Add button.

A successful addition opens a hew tab where you can verify the new user's information.

Press the Save button.

Once added, the new user displaysin the list and you can modify details and set permissions as required.

To modify a user's details:

Click on the Oper ations icon, then click the Security link from the navigation sub-menu.

1

Click on the Userstab.

The usersdisplay in alist.

2. Select the user (or users) to modify. Click on the Username link to open the users' detailstab.

To select multiple users, check the box next to the Username to select. This enables the Users action buttons. Press
the Open action button.

# ECL Watch & = ¢,

Topology Disk Usage Target Clusters Cluster Processes  System Servers |_Securi5g:|
|

Users Croups | Permissions | & FranklinX

w

< Refresh d = Delete | Export Filter +=

Userna =« Full Name

[l ?uck Dennis Duck

FranklinX Franklin Xavier

A tab opens for each user selected. On each user's tab there are several sub-tabs.

The user's detéils are on the Summary tab.
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3. Modify the user's details as required (if more than one user selected, repeat for each user).
Note:  The Username cannot be changed.

4. Pressthe Save button.
A confirmation message displays.

To add a user to a group:

Click on the Oper ations icon, then click the Security link from the navigation sub-menu.

1. Click onthe Userstab.
The usersdisplay in alist.

2. Select the user (or users) to modify. Click on the Username link to open the users' detailstab.

To select multiple users, check the box next to the Username to select. This enables the Users action buttons. Press

the Open action button.

A ECLWatch & = § &

Topology Disk Usage Target Clusters Cluster Processes  System Servers | Securigf]
I

Users Groups Permissions | & FranklinX X

2 Add = Delete | Export Filter «
+ Full Name

[ ?uck Dennis Duck

FranklinX Franklin Xavier

A tab opens for each user selected. On each user's tab there are several sub-tabs.
The user's details are on the Summary tab.
3. Click on thetab for the user to modify (if more than one user selected, repeat for each user).

On the user's tab there are severa sub-tabs.
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Users Groups | Permissions | & DDuck | & Franklinx =

Summary | Member Of | Active Permissions ailable |Permissions

Lt Users Tabs I
< Refresh | Open

Group Name

] Fj%ﬂroup
StateGroup

V| CountyRecords

Click on the Member Of sub-tab to modify that user's groups.

4. Onthe Member Of tab for that user, alist of the available groups display.
To add the user to the group, check the box next to the desired group.
5. The changes are automatically saved. Close the tab.
To promote a user to an Administrator
To modify a users credentials you must have Administrator level access. Y ou can designate the HPCC Systems Ad-

ministrator account to have limited permissionsonly relating to HPCC Systems el ementsand not LDAP administrator's
rights. To promote a user to an HPCC Systems Administrator, add the user to the configured Administrator s group.

Click on the Oper ations icon, then click the Security link from the navigation sub-menu.

AHECL Watch & = ¢
Users Tab

Disk Usags Cluster Processes sources
_ Operations
Users Croups | Permissions lcon

2 Refresh | Add = Edit Delete |

J Username Full Name

o |-
L | - #op T opghie b /
_‘\M'r‘\'mir‘.‘.‘-’\ﬂ .‘_m“,“

1. Click on the Userstab.
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The usersdisplay inalist.

. Select the user (or users) to promote. Click on the Username link to open the users details tab.

To select multiple users, check the box next to the Username to select. This enables the Users action buttons. Press
the Open action button.

# ECL Watch & =

Topology Disk Usage Target Clusters Cluster Processes  System Servers | Securig[]

W

Users Groups | Permissions | & FranklinX

= Add = Delete | Export | ! Filter =
«  Full Name
[l uck Dennis Duck

EranklinX Franklin Xavier

A tab opens for each user selected. On each user's tab there are several sub-tabs.
The user's details are on the Summary tab.
. Click on thetab for the user to modify (if more than one user selected, repeat for each user).

On the user's tab there are severa sub-tabs.

Click on the Member Of sub-tab.

# ECL Watch & = ¢

Disk Usage Target Clusters Cluster Processes ,System Servers |Security| Re

Users Groups Permissions | & User2 3| File Scopes
Summary | Member Of | User Permissions

Member Of

2 Refresh Open

'Group Name

Administrators

SpecialTest

[] ColleXgroup
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4. Select Administrator s by placing acheck in box.
NOTE: The name of the default Administrators group could vary. It is a configurable value defined as the value
of adminGroupNamein the configuration. For example, if you set the adminGroupNameto "HPCCAd-
ministrators", in the environment then HPCCAdministrators would display in the list.

5. The changes are automatically saved. Close the tab(s).

To delete a user from a group:
To delete a user from a group you must have Administrator level access.
Click on the Oper ations icon, then click the Security link from the navigation sub-menu.
1. Click onthe Userstab.
Theusersdisplay in alist.
2. Select the user (or users) to remove. Click on the User name link to open the users details tabs.

To select multiple users, check the box next to the Username to select. This enables the Users action buttons. Press
the Open action button.

# ECL Watch & =

Topology Disk Usage Target Clusters Cluster Processes  System Servers [Securigg:l
I

Users Croups | Permissions | & FranklinX

< Refresh d = Delete | Export | Filter «= |

Userna +  Full Name

[l ?uck Dennis Duck
FranklinX

Franklin Xavier

A tab opens for each user selected. On each user's tab there are several sub-tabs.
3. Click on the tab of the user to modify (if multiple users selected, repeat for each user).

On the user's tab there are severa sub-tabs.
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Users Groups | Permissions | & DDuck x| & Frrf_mklin:{ X
Summary | Member Of | Active Permissions ailable|Permissions
Lt Users Tabs

2 Refresh | oOpen

Group Name

<l Feﬁcmup
StateGroup

V| CountyRecords

Click on the Member Of sub-tab to modify that user's groups.

4. Onthe Member Of tab for that user, thereisalist of the available groups.
Thereis acheck in the box next to each group that user belongs to.
To remove that user from a group, uncheck the box next to the desired group.
5. The changes are automatically saved. Close the tab.
To change a user's password:
Click on the Oper ations icon, then click the Security link from the navigation sub-menu.
1. Click onthe Userstab.
The usersdisplay in alist.
2. Select the user (or users) to modify. Click on the Username link to open the users details tab.

To select multiple users, check the box next to the Username to select. This enables the Users action buttons. Press
the Open action button.
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A ECL Watch & = {.

Topology Disk Usage Target Clusters Cluster Processes  System Servers |_Securigg:|

|
Users Croups | Permissions | & FranklinX

w

< Refresh d = Delete | Export | Filter «= |

Userna +  Full Name
[l ?uck Dennis Duck

FranklinX

Franklin Xavier

A tab opens for each user selected. On that tab there are several sub-tabs.
The user details are on the Summary tab.
. Select the Summary tab.

. Change the password in the Passwor d and Retype New Passwor d fields as required on the User details summary
tab (if multiple users selected, repeat for each user).

Note: The User name cannot be changed.
. Press the Save button.

A confirmation message displays.

To delete a user from the list of authenticated users:

Click on the Oper ations icon, then click the Security link from the navigation sub-menu.

1. Click on the User stab.

The usersdisplay in alist.

2. Check the box to the left of the user(s) you want to remove.

Note: These users will no longer have accessto ECL Watch.

3. Pressthe Delete action button.

Confirmation displays.

Setting permissions for an individual user

There may be occasions when you need to modify the permissions for individual users. For example, users may have
individual security needsthat are not completely covered in any group or, there may be occasions when auser requires
temporary access to an HPCC Systems feature. Permissions set in this area of ECL Watch only affect the user you
choose. Most individual permissions you set here overwrite ones set in any group to which the user belongs, except
in the case of an explicit deny.

© 2021 HPCC Systems®. All rights reserved
53



Installing & Running the HPCC Systems® Platform
HPCC Systems Installation and Startup

To set permissions for an individual user:
Click on the Oper ations icon, then click the Security link from the navigation sub-menu.
1. Click onthe Userstab.
Theusersdisplay in alist.
2. Select the user (or users) to modify. Click on the Username link to open the users details tab.

To select multiple users, check the box next to the Username to select. This enables the Users action buttons. Press
the Open action button.

3. Click on the tab of the username to modify (if multiple users selected, repeat for each user).

On the user's tab there are severa sub-tabs.

Topology Disk Usage Target Clusters Cluster Processes  System Servers | Security |

Users Groups Permissi

r Of | Active Permissions | Available Permissions

Summary | Memb

Permissions | & Inherite permission: Authentj

= Refresh | Open

Resource « Permissions Allow  Allow Allow
Access Read  Write
FileScope hpccinternal::daman 7 7 =
SMC Feature ClusterTopologyAccess 7 7| 7]
SMC Feature ConfigAccess i ¥ ¥
SMC Feature DfuAccess 7| 7] 7]

Click on the Active Per missions sub-tab to view the user's current permissions.
4. Click on the Available Permissions tab to see all the sets of permissions that are available to apply to that user.

When you select permissions from the Available Permissions tab, they display and can be set in the Active Per-
missions tab.
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5. Click on the arrow next to the resource to display the permissions that can be set for that resource.
Permissions £

2 Refresh | Open
Resource Allow = Allow | Allow
Access Read Write
» Workunit Scopes
' Esp Featuras for WsEcl
‘b Root access to WS ECL service

¥ Esp Features for SMC

» Filz Scopes

Thelist of permission groups currently set for this user and the ones the user has inherited are also listed. Click the
arrow to allow setting the individual resource settings.

6. Theremay be more than one resource setting available in each group, be sure to set the permissions for each setting
as required.

7. Check the boxesthat allow and deny access as required for the user.

Summary | Member Of | Active Permissions  Available Permissions

Permissions

= Refresh Oper
Resource Allow Allow Allow Allow D
Access Read Write  Full Acce
» Workunit Scopes
» Esp Features for WsEcl
4 Esp Features for SMC
Access to cluster topology 7] 7 7] 7

Access to DFU
Access 1o DFU exceptions

Access to DFU workunits

Access to DFU XRef

NOTE: Use caution when setting any explicit deny permission setting. The most restrictive permis-
& sion always applies.

8. The changes are automatically saved. Close the tab.
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Setting and modifying group permissions

Setting up groups ensures that all users with the same permission needs have the same permission settings. Y ou can
give usersthe access they require to the feature areas of HPCC Systems that they need. Thereisno limit to the number
of groups you can create. Y ou can create as many groups as you need to control access for all your users regardless
of their tasks.

Use the Groups menu item to:

« Add anew group.

» Delete agroup.

« Add membersto agroup.

Modify the permissions for a group.

Adding and editing groups

When adding or changing the permissions for a group, all members of that group are given those permission settings.
Soitisimportant to be sure that you are giving or denying accessto features appropriate for the members of that group.
If you need to make a change for a single user (or small number of users), it is probably better to make that change
for each individual user asillustrated in the previous sections.

AECLWatch & = & =

Disk Usage Target Clusters Cluster Processes  System Se

Users GCroups Permissions

To modify groups, click on the Operations icon, then click the Security link from the navigation sub-menu. Click
on the Groupstab.

To add a new group:
Click on the Oper ations icon, then click the Security link from the navigation sub-menu.
1. Click onthe Groupstab.

2. Pressthe Add action button button.
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@A ECL Watch & = §. =

Topology Disk Us? Target Clusters  Cluster Processes  System Servers | Security| Resg

Users Croups | Permissions | & DDuck | & HUesser x| & |Buffer X

2 Refresh | Dpen@elete | Export |

Group Name

Group Name: !FedGrDup

Administratars
Managed By: CH=HPCCAdmin OU=Fed Oll=q

Description: |Covt-Federal group

This opens a dialog where you can enter the name for the group.

3. Enter aGroup Name.
4. Enter the fully qualified Distinguished Name for the owner of the group Managed By field.
5. Enter adescription of the group. (optional)
6. Pressthe Add button.
This opens a new tab for the group and several sub tabs
The Summary sub-tab displays the group name.
The Member stab displays the list of users, check the box next to each user to add to the group.
The Active Group Permissions tab displays the permissions applied to the group.

The Available Group Permissionstab displaysall the available permissions, selecting from the Available Permis-
sions applies them to the Active Group Permissions.

Y ou can set the permissions and add members to this group from the respective sub-tabs on that group tab.
To delete a group:
Click on the Oper ationsicon, then click the Security link from the navigation sub-menu.
1. Click onthe Groupstab.
2. Locatethe group in the list and check the checkbox next to it.

3. Pressthe Delete action button.
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4. Pressthe OK confirmation button.
The group no longer displaysin the list.
To add new members to a group:
Click on the Oper ations icon, then click the Security link from the navigation sub-menu.
1. Click onthe Groupstab.
2. Locatethe group in thelist and check the box next to it.
3. Press Open action button.
This opens a new tab for the group.
The sub-tabs display: Summary, Members, Active Group Permissions, and Available Group Permissions.
4. Select the Memberstab.

The memberstab displaysalist of all userson the system. The users that belong to the selected group have acheck
in the box next to them.

5. Check the box(es) to the left of the users you want to add to the group.
6. The changes are automatically saved. Close the tab.
To delete members from a group:
Click on the Operationsicon, then click the Security link from the navigation sub-menu.
1. Click onthe Groupstab.
2. Locatethe group in the list and check the box next to it.
3. Pressthe Open action button.
This opens a new tab for the group.

The Groups tab has several sub-tabs: Summary, Members, Active Group Permissions and Available Group
Permissions.

4, Select the Memberstab.

The Memberstab displaysalist of al users on the system. The users that belong to the selected group have acheck
in the box next to them.

5. Uncheck the box(es) to the left for all users you want to delete from the group.

6. The changes are automatically saved. Close the tab.

Setting permissions for a group

By default, all users are members of the Authenticated Users group. The Authenticated Users group has access
rightsto almost all resources. To set up morerestricted controls, you should create specific groups with more restricted
permissions.

Y ou can then create groups with only those access rights you wish to grant. This approach allows the most flexibility
since asingle User ID can have multiple group memberships.
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Asabest practice, you should use Allow instead of Deny to control access. Denies should be used only asan exception,
when possible. If you wish to deny a user access to some specific control, agood practice would be to create a group
for that, place the user(s) in that group, then you can deny access to that group.

Remember the most restrictive control takes precedence. For example, if auser isin agroup that has deny permission
to file access, and the user isin another group where file access is allowed, that user will still not have file access.

To set permissions for a group:

Click on the Oper ations icon, then click the Security link from the navigation sub-menu.
A ECL Watch & = {.

Disk Usage Target Clusters (Cluster Processes System Se

Users Groups Permissions

1. Click the Groupstab.

2. Locatethe group in thelist and check the box next to it.

3. Pressthe Open action button.

This opens a new tab for the group.

A ECL Watch & = §,

Group Tab
Topology Disk Usage

Target Clusters Cluster Proce

Users Groups Permissions | & StateGroup ¥ | M CountyRecords X

Summary | Members | Active Group Permissions | Available Croup Permissions

Save |

StateGroup

Name: StateGroup i

The group tab displays the sub-tabs. Summary, Members, Active Group Permissions and Available Group
Permissions.

4. Select the Available Group Permissions sub-tab. This displays all the available permission resources.

5. Click on the arrow to the left of the Resour ce to expand and expose the permission sets for the resources.
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Summary | Members | Active Group Permissions | Available Group

Fermissions

2 Refresh | Open

Resource

b Workunit Scopes

eatures for WsEcl

A%ES[:I Fedtures for SMC

The groups permission resources display.

6. There may be more than one resource setting available in each group, be sure to set the permissions for each setting
as required.
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7. Check the boxes for allow and deny as required for the group.

Users Groups
Summary Members

Permissions
- Refresh Open

Resource

» Workunit Scopes

¢ File Scopes

Access to DFU

v Esp Features for WsEcl

4 Esp Features for SMC
Access to cluster topology

Access Lo super Computer environment

Access to DFU exceptions
Access to DFUY workunits

Access to DFU XRe

Y

Permissions @ & ProjectXGroup X File Scopes

Active Group Permissions | Available Group Permissions

Allow Allow Allow Allow
Access Read Write Full

NOTE: Use caution when setting any explicit deny permission setting. The most restrictive permis-
& sion always applies.

8. There may be more than one resource setting available, select the resource(s) you require from the drop list.

Repeat for each applicable resource.

9. The changes are automatically saved. Close the tab.

Feature level access control

Access to the feature permissions is available through ECL Watch. In order to modify feature permissions you must
have Administrator level access. To access the feature permissions click on the Oper ationsicon, then click the Secu-

rity link from the navigation sub-menu.

© 2021 HPCC Systems®. All rights reserved
61




Installing & Running the HPCC Systems® Platform
HPCC Systems Installation and Startup

# ECL Watch & = ¢,

Topology Disk Usage

Target Clusters  Cluster Processes  System Servers | Security| Monitgs

Users Croug
2 Refresh Add + Clear Permissions Cache Advanced = |
-::: ‘Name .Dem:r.ipt'mn

» Esp Features for SMC
» Esp Features for WsEcl
[##| 4 File Scopes

certification

To use the feature level controls, apply the feature resource from the Available Permissions tab to the Active Per-
missions for users and groups. Using the feature level controls allow you to:

* View the features and permissions for any resource
* Edit the permissions for any feature

» Update the permissions for users and groups for a specific resource
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Feature resources

There are several features for which you can set up access control in HPCC Systems. Access to features of the HPCC
Systems platform is controlled by viathe ESP Featuresfor SM C category.

#A ECL Watch & = ¢,

Topology Disk Usage  Target Clusters  Cluster Processes  System Servers |Securitg| EA=3

Users Croups Permissions

< Refresh | Add = Delete | Clear Permissions Cache | Advanced = |

\

Description

ClusterTopologyAccess Access 1o cluster topaology

Confighccess

fUACCESS

ArCCESS 1O SUPEr camputer enyir

Access to DFU

DfuExceptions Access 1o DFU exceptions

The available features are listed under the Per missionstab. Y ou can view and gain access to the feature controls from
here. However, the feature controls must be applied to users, or to groups. If you click on the feature name link, atab
opens that displays the users and groups where those feature permissions are applied.

ECL Watch feature permission settings that are not listed are not relevant and should not be used.

Apply permissions for a feature resource:

To use the feature permissions, you must apply them to a user or group(s). To access the feature permissions click on
the Operationsicon, then click the Security link from the navigation sub-menu.

1. Identify the user(s) or group(s) which you want to modify the feature permissions.
Select the appropriate tab. (Users or Groups)

2. Check the checkbox(es) next to the user(s) or group(s) to modify.

3. Pressthe Open action button. A tab for each user or group selected opens.

4. Click the Available Per missions sub-tab.
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5. Click on the arrow to the left of the resource to display the features of that resource.

Summary Member Of Active Permissions | Available Permissions

Permissions
2 Refresh | Open

-Resuurce *  Allow Allow Allow Allow,
Access Read Write Ful

kunit Scopes

* File Scop®

* Esp Featurds for WsEcl
t}Esp Featureh for SMC

Access tgfcluster topology ¥ 7| e b

0 SUper computer environment 7] B [+ 7]
Access to DFU ¥ *| hat! ¥
Acce DFU exceptions £ K bt

6. Locate the feature resource(s) you want to update.

Summary | Member Of | Active Permissions  Awvailable Permissions

Permissions

< Refresh | Open
Resource Allow Allow Allow Allow D
Access Read Write  Full Acce
» Workunit Scopes
k Esp Features for wsEcl
4 Esp Features for SMC
Access to cluster topology E B 7] 7

Access 1o DFU
Access 1o DFU exceptions

Access to DFU workunits

Access to DFU XRef

7. Click the checkbox(es) in the allow and deny columns as appropriate.
8. The changes are automatically saved. Close the tab(s).

Note: You must follow this process for each user or group(s) separately.
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SMC Feature Permissions

Thefollowing table describesthe level of access required to be able to use these HPCC Systems ECL Watch features.

Name Description Access
ClusterTopologyAccess Access to Cluster Topology Read
Accessto log files. Full
DfuAccess Accessto DFU Logical Files Read
Delete Files, add to superfiles, and remove from superfiles| Write
Erase file history metadata Full
DfuExceptions Access to DFU Exceptions Read
DfuWorkunitsAccess Accessto View DFU Workunits Read
Access to Create, Delete, Update, Submit, and Abort DFU | Write
Workunits
DfuXrefAccess Accessto DFU XREF Read
Clean directory Write
Make changes and generate XREF Reports Full
EclDirectAccess Accessto ECL direct service. Full
ESDL ConfigAccess ESDL Config Access Read

Publish ESDL definition and ESDL hinding, configure
ESDL binding method.

Write

Delete ESDL definitions, delete ESDL bindings. Full
FileDesprayAccess Allows a user to despray logical files. Write
FilelOAccess Access to read filesin Drop zone Read
Access to writeto filesin Drop zone Write
PackageM apA ccess Access to ListPackage, ListPackages, GetPackage, Get-|Read
PackageMapByld, VaidatePackage, GetQueryFileMap-
ping, GetPackageMapSelectOptions, GetPartFromPack-
ageMap
Access to AddPackage, CopyPackageMap, ActivatePack- | Write
age, DeActivatePackage, AddPartToPackageMap, Re-
movePartFromPackageM ap
DeletePackage Full
FileScopeAccess Allows access to query, set, modify, and delete File Scope| Full
Permissions
FileSprayAccess Access to Spraying and Copying Read
Rename, spray, copy, and replicate files Write
Download or delete file on alanding zone Full
Machinel nfoAccess Access to machine/Preflight Information Read
MetricsAccess Access to SNMP Metrics Information (Roxie Metrics) Read
OthersWorkunitsAccess Accessto View Other User's Workunits Read
Access to Modify or Resubmit User's Workunits Write
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Name Description Access
Access to Delete Other User's Workunits Full
OwnWorkunitsAccess Accessto View Own Workunit Read
Access to Create or Modify Own Workunit Write
Access to Delete Own Workunits Full
RoxieControl Access Access to Roxie control commands Read
SmcAccess Access to ECL Watch (SMC Service) Read
ThorQueueA ccess Access to Thor Job Queue Control Full
CodeSignAccess Access to Code Signing service ListUserIDs Read
Sign code Full
WSsELKAccess Accessto ELK integration service Access
Read the ELK configuration Read
WsStoreAccess Access to WsStore service Access
List stores, fetch key-value pairs, listkeys, listhamespaces | Read
Set key-value pairs Write
Delete keys, delete namespaces, fetch keymetadata Full
WSsECclAccess Accessto WS ECL service Full

Some Feature Permissions Notes
* SMCAccessis reguired to be able to successfully login to ECL Watch.

e ThorQueueAccess allows you to manipulate the queue by promoting/demoting queued workunits according to pri-
ority.

* ThorQueueAccess also allows you to pause or clear the Thor queue. Y ou can also view Thor usage statistics.

» Depending on the level of access the user has, they can view, modify, and delete their own, or others workunits.
Thisis OwnWorkunitsAccess, and OthersWorkunitsAccess respectively.

» DfuWorkunitsAccess permissions allow users to view and/or manipulate DFU Workunits.
» Users need permission to see files on the dropzone and also to put files there. They need further permissions to
be able to spray and copy files from the dropzone to their cluster and also to despray files from the cluster back

to the dropzone.

e The WsStore service uses namespaces (similar to a database in a DBMS system), stores (similar to tables in a
database), and key-value pairs (similar to fields).

DFU Xref

XREF is used for monitoring files on the cluster(s). Reports generated show where housekeeping is required on the
cluster(s) and users require additional permission to use this feature.

On alarge system, we suggest limiting the number of users who can Generate XREF reports by setting
@ DfuXrefAccess access to FULL for only those users.
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Users/Permissions

To be able to view the User ¥Permissions area in ECL Watch, a user must be a member of the Administrators (or
similarly named) group with the appropriate permissions on the LDAP or Active Directory server.

File Access Control

The HPCC Systems LDAP Dali Server technology provides the ability to set secure access permissions to data file
folders (or file scopes). Thisis controlled by the use of file scope resources.

An OU called Filesisautomatically created when the Dali server starts. To secure data folders, create afile scope for
that folder and apply rights to each scope.

Figure 10. File Scopes Permissions

A ECLWatch & = §,

Topology Disk Usage  Target Clusters Cluster Processes  System Servers |Securitg| 1=

Users Croups Permissions

+ Refresh | Add = Delete | Clear Permissions Cache Advanced « |

\

Description

ClusterTopologyAccess Access to cluster topology

ACCESS 1O SUper cOomputer envin

ConfigAccess

fLUACCESS Access to DFU

] DfuExceptions Access to DFU exceptions

For example, below Filesthereisaunit (OU) representing the cluster, such asthor (or the name that you set up for your
cluster). Furthering the example, below that could be a unit named collectionx which contains two units, publicdata
and securedata. The publicdata folder has rights granted to a large group of users and the securedata folder has
limited access granted. Thisallowsyou to prevent unauthorized usersfrom any accessto filesin the secur edata fol der.
The structure described above corresponds to thislogical structure:

collectionx::securedata

Which corresponds to this physical structure:

Ivar lib/HPCCSystems/hpcc-data/thor /collectionx/secur edata

All HPCC Systems components and tools respect LDAP file access security. The following exceptions are assumed
to be system level or for administrative users:

© 2021 HPCC Systems®. All rights reserved
67



Installing & Running the HPCC Systems® Platform
HPCC Systems Installation and Startup

» Network file access using UNCs, Terminal Services, or SSH.
o Administrative utilities

Attempting to access afilein afolder for which accessis not granted will result in one of the following errors:

DFS Exception: 4 Create access denied for scope <fil epath>

or

DFS Exception: 3 Lookup access denied for scope <fil epath>

(where <filepath> isthe full logical file scope path)

Creating file scopes

To apply permissions to a file scope, you must first create the file scope(s).
To create file scope(s) click on the Operationsicon, then click the Security link from the navigation sub-menu.
1. Click the Permissions tab.

The feature resources display.

2. Click on the arrow to the left of the File Scopes resource to display the file scopes.

Users Croups Permissions | File Scopes I
= Refresh | Add = Delete | Advanced = | )
Name basedn

r Workunit Scopes c:u=wc:r(
b Esp Features for EclDirectAccess ou=ecldif.
v Esp Features for WsEcl DU=WSE¥
r Esp Features for SMC OuU=smc,o
ou=files,
N a—————
collectionx::publicdata
""'ﬁ"'«.\_.fh*‘-:-gl-l?fzi_?n nagcuredata, . L "M -

3. Pressthe Add button.

4. Choose File Scopes from the drop list.
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Usage Target Clusters Cluster Processes System Servers |Security| Resour

Brs Croups Permissions | File Scopes

efresh | Add = Delete | Advanced = |

ra

k
MName i ( 1 "
T Type: File Scopes I{"}‘* Lde=h

Name: Workunit Scopes
r Esp Feat : DU=es
Description: Esp Features for EclDirectAccess IQ
» Esp Feat Esp Features for WsEcl vices,o

» Esp Feat /,—-WC | Add | ces,o

4 File Scopes feScopes ) =5, 0u=ecl.dc=hpccdev,

alphatest

e Y

5. Enter the exact name of the scope you want to add in the Name field.

Disk Usage Target Clusters Cluster Processes  System Servers Securit',-rj Resuurce*

Users Croups Permissions | File Scopes !
2 Refresh Add = Z\Delete | Advanced « | :
|| Name —— :

' Type: File Scopes - '

b Workuni b | s J"L"_ I:dc=h|3(
Mame: collectionx:-securedata ' L.

v Esp Feat JU=espse
Description: proj. collectionx securedata

r Esp Feat vices ou=

» Esp Feat | Add | ces:ou=e?

4 File Scopes ou=files,ou=ecld=hpccdev.d

= collectionx

= collectionx::publicdata ¥
LW MIWW ey M*—-&M - j’*/

Enter a short description in the Description field.
6. Pressthe Add button.
The new scope displaysin thelist.
Setting permissions for file scopes

Y ou must apply permissions for file scopes to users or group(s). If you want to apply the scope to a new group, create
the group(s) as required.
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To set the file scope permissions click on the Operationsicon, then click the Security link from the navigation sub-
menu.

1. Select the File Scopestab.

2. Choose the scope to modify. Click the Permissions link for that scope.

# ECL Watch & = ¢,

Disk Usage Target Clusters

Cluster Processes System Servers | Security| Resources

'y

Users Croups Permissions | File Scopes

2 Reset |

FileScopes

Ll % W

| | | Name Description Operation

collection: Permissions

[ | collectionx: :publicdata ‘,a

]  collectionx::securedata

[ | hpccinternal

hpccinternal: :daliuser Permissions

[ | hpccinternal: :filesuser Permissions

3. The permissions defined for users and groups for that scope display.
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Disk Usage Target Clusters Cluster Processes  System Servers | Security| Resources

Users Groups Permissions @ File Scopes

2 Reset |

Permissions of collectionx::securedata

o | latlow]| | | ldeny| | R
access read write full access read write full
Administrators ) + + 4 delete || update |
Authenticated Users . L\:’ delete || update |
EmilyKate o .f o W  delete || update |
Jimmy s + + ¥ delete || update |
Add

4. Check (or clear) the checkbox(es) in the allow and deny columns as appropriate for the users or groups displayed.
5. To add users or groups to the scope, press the Add button.
The Add Permission dialog displays.

6. Select the user or the group to add from the drop list(s).
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Disk Usage Target Clusters Cluster Processes  System Servers [Securit',.rj
Users Croups Permissions | File Scopes
2 Reset |
Add Permission for collectionx::securedata
Add user
Select user: none | / permission
drop list }
Or group: none ”":|

access read write  full
allow: i

access read write  full
deny:
T
Once a user or group is selected, the Add button and the allow and deny checkboxes are active

7. Check the boxes for alow and deny as appropriate to set the permissions for this scope.
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Users Groups Permissions | File Scopes

= Reset |

Add Permission for collectionx::securedata

Select user: guser v
Or group: none ¥

access read  write  full /
allow:

v L v v

access read write  full
deny:

Add

AN AN A iy A Sy

L5

}
)
\

.3

8. Pressthe Add button.

9. The changes are automatically saved. Close the tab(s).

File scope features
Below the List of File Scopes, there are buttons that allow you to:
* Reset Default Permissions to selected file(s)
This allows you to quickly remove any added permission settings for afile and reset to the default access.
» Allow or Deny Accessto physical files on Landing Zone

This provides away to grant or deny access to the top level file scope. By default, only administrators have access
to this scope.

» Check File Permissions for a user or group

This provides away to check a user or group's accessto alogical file.
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A ECLWatch & = & =

Disk Usage  Target Clusters  Cluster Processes System Senvers E:écml:y

Users Groups Pemissions = File SCopes

= Resel

Check File Permission

File Nammi: cenification: Tull_test_distributed

Select Usar: | ChioeDbrian ¥

O group: none ¥

Permission: Read Access Permission

* Clear the Permissions Cache
This clears the permissions cache and allowing any new permission settings to take effect immediately.

» Enable/Disable Scope Scans
This provides ameansto enable or disable Scope scans. Enable scope scansto check permissionsfor usersto access
scopes. Thiswill impact performance. Disable scope scans ignores any scope permissions and removes all access

control, but improves performance. Disabling access control is not recommended.

Changing this setting through ECL Watch, as described here, is only atemporary override. When Ddli restarts this
setting will revert to what is defined in the configuration environment.xml.
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@ HPCCPlatfo & = . = ORI S

Dink Usage  Targer Clusters  Cluster Procosses  Syatem Servers  Security | Resources
Users roups Permisssons | Fille Scopes
= Reser
| hpecinternal Permissions
hpccinternal: (daliuger Parmissions
| hpecinbernal; :filesusar Parmissions
hpcdnternal: ;gsmith2 Permissions
| hpedinternal; :guser Permissions
hpccinternal; :jackbauar Parmissions
hpcdnternal; Jkevin_test_add_user Parmissions
[] hpednternal: :nosgiguy Permissions
| hpcdnbernal: iregress Pearmissions
hpcdnternal: rpastrana Parmissions
| hpccinternal: :somauser Parmissions
hpcdnternal: :theadmin Parmissions
| hpecdnternal; ;wwhitehead Parmissions
projactx Permissions
| ther Panmigsiong
| Select All §/ None
Delete Update Add
Default Permissions || Physical Files || Check Fite Parmission || Clear Permissions Cache || Enable Seopa Scans

Workunit Access Control

There are 2 aspects of workunit (WU) security:

» Feature Authentication for workunits allows you to set permissions to control whether users can view their own
WUs and/or other users WUSs.

» Workunit Scope security provides the ability to set permissions for individual WU scopes. All new workunits have
ascope value.

Both methods are valid to use (either separately or together), and the strictest restriction always applys.

In other words, if someone is granted permission to see WUSs in the scope johndoe but is denied permission to see
other users WUs in the Feature Authentication permissions, this user would be denied access to see the WUs in the
johndoe scope.

Conversely, if the user is alowed access to see other people's WUs but is denied access to the johndoe WU scope,
this user will be able to see other WUs in that scope.

Note: If you do not have accessto a WU, you will never be able to view it or even know of its existence.

By default, a submitted WU has a scope of the user's ID. For example, a WU JohnDoe submits has scope=johndoe
in the WU. Thisvaluein aWU allows ESP and its services to use LDAP to check for permissions and enforce those
permissions.

Y ou can override the default scope using ECL Code:

#wor kuni t (' scope' ,' MyScopeVal ue');
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Securing workunit scopes

ESP (on startup) automatically creates an LDAP OU called Workunits (unless it already exists). If this OU is auto-
matically created, the OU is made with full permissions granted to all authenticated users. All WU scopes are below
the workunits OU either implicitly or explicitly.

If a specific scope OU does not exist in LDAP (e.g., the scope johndoe used in earlier example), then the parent
OU's permissions are used. In other words, the scope of johndoe is implicitly under the workunits OU even though it
might not be explicitly listed in the LDAP structure and therefore it would use the permissions granted for the parent,
workunits .

Workunits feature permissions

Using the Wor kunit Scopesfeaturein the Per missions area of ECL Watch the permissionsfor any scope can be reset
to the default permissions settings for your system. Permission settings for Workunit Scopes may be set as follows:

Description Access
View WUsin that scope Read
Create/modify aWU in that scope Write
Delete aWU in that scope Full

Adding workunit scopes

To add workunit scope permissions click on the Oper ations icon, then click the Security link from the navigation
sub-menu.

1. Click the Permissionstab.
The feature resources display.

2. Click on the arrow to the left of the Workunit Scopes resource to display the file scopes.

Disk Usage Target Clusters Cluster Processes  System Servers '¥

Users Groups Permissions | File Scopes r
= Refresh | Add = Delete | Advanced =
basedn ;
hw::nrkunit Scopes c:u=wc:rk$
ollection: .
collectionx::publicdata
v Esp Features for EclDirectAccess Du=ecldir{
» Esp Features for WsEc! ou=wsecl, ¥
» Esp Features for SMC ou=smc,o
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3. Pressthe Add button.

4. Choose Workunit Scopes from the drop list.

Disk Usage Target Clusters

2 Refresh

Cluster Processes

sers Cr Fermissions

elete | Advanced = |

System Servers | Security

R

= MName

» Workuni

MName:

4 Esp Feat

= Access

r Esp Feat

Workunit Scopes

Workunit Scopes

5

Description:

4 Esp Features for SMC

Esp Features for EclDirectAccess

Esp Features for WsEc!
Esp Features for SMC
File Scopes

C.OUu=espser/

& Access to cluster topology

| AccCess 1O super computer environment

5. Enter the exact name of the scope you want to add in the Name field.

el S

|A|:I|:I|

“i@ e

ic
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A ECL Watch & = £,

Disk Usage Target Clusters Cluster Processes System Servers |_5'~'3":Tit'¥’ Resof
Users Groups Permissions | File Scopes
2 Refresh Add =+ Delete | Advanced = |
F | Name
+ Workun Type: |Workunit Scopes | v| | den,
Name: CollectionX:-securedata
collect
Description: |Limited Access
collect é
» Esp Feat |m| =g
» Esp Feat.ures for WsEcl Uu=wsecl:nu=espseﬁices
¥ Esp Features for SMC Ou=smc,ou=espservices,
4 File Scopes ou=files,ou=ecldc=hpccde
collectionx
T collectionx::publicdata
collectionx::securedata
hpccinggrnal

Enter a short description in the Description field.
6. Pressthe Add button.

The new scope displaysin the list.

Set permissions to the scope.
Y ou apply theworkunit scopesto agroup. If you want to apply the scopeto anew group, create the group(s) asrequired.
1. Gotothe Groupstab.
2. Select agroup to apply the scope to by checking the box next to the group name.
Press the Open action button. Y ou can select multiple groups, a tab opens for each group.
3. Select the Group Permissionstab of that group. (if multiple groups selected, you must repeat for each group)

4. Click on the arrow to the left of the Workunit Scopes to display the available scopes.
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Disk Usage Target Clustars  Cluster Procssses  Syatem Senvars  Sacurity | Resowrces
LiR@rs GFOUDS Permivsions & CoBsXgroup File Soopes
summary = Members | Group Permizsions

Usar Permissions

= Rafrash er gl '
Resource Allow  Allow  Allow  Allow Deny  Deny Depy D
Access Ha 1l Access Read Wrine F

4 'Workunin Scopos
collecmonx

collectons: publicdata

» E3p Features for EclDirectAccess

il Eip Featurgs ke LJ\ | L
g iﬁm '-E.J\--xuqﬂh\r"mw‘m s-l*"“ -

The Workunit scopes display. Check the boxes as appropriate to set the permissions for this scope.
5. To set permissions in this scope for another group, open and go to that groups tab.
6. To set permissionsin this scope for a user, select the tab.
7. Select the user and press the Edit action button.
A new tab for that user opens.
8. On that tab, click on the User Per missions sub-tab.
9. Locate the new scope listed under the appropriate Resource.
Set the access permissions as appropriate for that user.

10.The changes are automatically saved. Close the tab(s).
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Permission Caching

A helpful feature found on the Permissions tab is the Clear Permissions Cache button. The Clear Permissions Cache
button clears the cached permissions from Dali and ESP.

When you change apermission in ECL Watch, the settings are cached in the ESP server and stored in the Dali server.
Theinformation in the cache is updated at a configurable interval. This value can be set in the Configuration Manager
under the LDAP Server settings Attributes tab. The default cacheTimeout is 5 minutes.

A ECLWatch & = .

Topology Disk Usage Target Clusters Cluster Processes  System Servers | Securit

Users Groups Permissions

2 Refresh Add * Delete

= Mame
» Esp Features for SMC
v Esp Features for WsEc|
# 4 File Scopes

certification

The Permissions Cache can be cleared from anywhere on the permissions tab in ECL Watch.

When you want a permission change to take effect immediately, you can clear the cache and force Dali to update
the permission settings by pressing the Clear Per missions Cache button. This action transfers the settings when you
press the button. Use this feature judiciously as overall system performance is affected temporarily while the LDAP
settingsin the Dali System Data Store repopul ate.
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Advanced Permissions

On the Permissionstab isthe Advanced (Permissions) button. The Advanced menu/button provides access to manage
file and workunit scope security. The Advanced button is only enabled when you select either File or Workunit Scopes
on the Permissions tab.

A ECL Watch & = £,

Topology Disk Usage Target Clusters  Cluster Processes  System Servers Sev:urin;-' Monitoring Dynamic ESDL

Users Croups Permissions | & gsmon
2 Refresh Add * Delete | Clear Permissions Cg€he | | Advanced > |
= |Name es Enable Smi jﬁcar*s basedn
JINErSWorKUNISACLESS AL Umen P dans

File Scope Default Permissions

OwnworkunitsAccess Acc
dieConir Acel e
Physical Files
SmecAccess RO9 Check File Permissions
ThorQueueAccess ALO Code Cenerato
WsEclAccess Access to W3 ECL service

4 Esp Features for WsEcl ou=wsecl,
“r':;;;l.-"-g;en Root access to WS ECL service

# 4 File Scopes ou=file

Press the Advanced button to display the Advanced permissions menu. The Advanced menu is context aware, o if
you select File Scopes from the Permissionstab, then you can only choose to apply the relevant file scope permissions,
likewise if you selected workunits scopes.

File Scans

Using the Advanced Menu with File Scopes selected:
» Enable or disable file scope security

* Access the file scope default permission page

» Accessthe Physical Files permission page. The Physical Files settings specify the default permissions for files that
do not have a scope explicitly specified.

* Check thefile permissions - This option opens adialog where you caninput aFile name and select Usersand Groups
for the File security scope.
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A ECL Watch & = {.

Topology Disk Usage Target Clusters  Cluster Processes  System Servers IEurm}

Maonitaring Dynamic ESE

Lisers Groups Permissions
= Refresh Add = Delete | Clear Permissions Cache | Advanced = |
=/ Name Das -40l8 SCOPE Scans

v Esp Features for SMC

Eila Crana Nala r Bar e i

» Esp Faatures for WsEd . Workunit Scope Defaylt Permissions

v copes Physical Filas L)

# a Workunit Scopes heclk File Permics

certification

collectionx

Workunit scans

Using the Advanced Menu with the Workunit Scopes sel ected opens only the Default Permissions tab for the Workunit
Scope (Default) Permissions.

NOTE: File or Workunit Scope security needs to be enabled in your system configuration in order to use File or
Workunit Scope security on your system.
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Configuring ESP Server to use HTTPS
(SSL)

The HPCC Systems Enterprise Services Platform server (ESP) supports Secure Sockets Layer (SSL), a protocol used
to send and receive private data or documents.

SSL works by using a private key to encrypt and decrypt data transferred over the SSL connection. By convention,
URLsusing an SSL connection start with HTTPS instead of HTTP.

The SSL option in the ESP Server allows secure and encrypted communication between a browser or SOAP client
application and the HPCC Systems platform.

SSL capahilities are configured in the Configuration Manager, but require a certificate be installed on the ESP server.
The OpenSSL libraries provide a means to create the necessary certificate files in one of two ways.

» You can use the OpenSSL libraries to create a private key and a Certificate Signing Request (CSR) to purchase a
certificate from a Certificate I ssuing Authority (such as, VeriSign).

* You can use that CSR to generate your own self-signed certificate and then install the certificate and private key
to your ESP Server.

In either case, onceinstalled and configured, the network traffic is encrypted and secure. The Public and Private Keys
use 2048-bit RSA encryption.

These server keysareread at runtime by the ESP process. It isimportant the installed keys have correct ownership and
permissions. Typically, it isthe HPCC user and their public key (certificate.cer) with read permissions such as 0444
(or 0644), along with the private key (privatekey.cer) with more restrictive permissions of 0400 (or 0600).

Generate an RSA Private Key

Use the OpenSSL toolkit to generate an RSA Private Key and a Certificate Signing Request (CSR). This can also be
the basis for a self-signed certificate. Self-signed certificates are useful for internal use or testing.

The following example, creates a 2048-bit RSA Private Key which is encrypted using Triple-DES encryption and
stored in Privacy Enhanced Mail (PEM) format.

openssl genrsa -des3 -out server. key 2048
When prompted, provide a passphrase. Thisis used asthe basis for the encryption.

Remember this passphrase asyou will need to enter it into the Configuration Manager later.

© 2021 HPCC Systems®. All rights reserved
83



Installing & Running the HPCC Systems® Platform
HPCC Systems Installation and Startup

Generate a CSR (Certificate Signing Request)

After you have a private key, you can use it to create a Certificate Signing Request (CSR). Y ou can use your CSR to
request a signed certificate from a Certificate Authority (such as Verisign or Network Solutions). Y ou can also use
the CSR to create a self-signed certificate.

openssl req -new -key server.key -out server.csr

Answer the questions when prompted:

Country Name (2 letter code):

State or Province Name (full name):

Locality Name (eg, city) :

Organization Name (eg, company) :

Organizational Unit Name (eg, section) :

Common Name (e.g., server's hostname):

Email Address:

A challenge password (optional):

An optional company name (optional):

Generate a Self-Signed Certificate

To generate atemporary certificate, which is good for up to 365 days, issue the following command:

openssl x509 -req -days 365 -in server.csr -signkey server.key -out server.crt

When prompted, enter the passphrase you used earlier when creating your CSR.

Installing the Private Key and Certificate to your ESP
Server

You must install the certificate and private key on all ESP server node(s) that will host a service binding using SSL.
Copy the keys and certificates to the correct locations and set the appropriate ownership and permissions

Your Private Key and certificate must be copied to /var/lib/HPCCSystems/myesp/ as illustrated in the following ex-
ample.

1. Copy the certificate (crt) file to the required location on the ESP server(s) :
sudo cp server.crt /var/lib/HPCCSyst ens/ myesp/server.crt

2. Change the owner of the file to be HPCC:
sudo chown hpcc: hpcec /var/|ib/ HPCCSyst ens/ myesp/ server.crt

3. Set the file permissions:
sudo chnod 644 /var/|i b/ HPCCSyst ens/ nmyesp/ server.crt

4. Copy the private key to the ESP server(s):

sudo cp server.key /var/lib/HPCCSyst ens/ myesp/ pri vate. key
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5. Change the owner of thefile to be HPCC:

sudo chown hpcc: hpcec /var/|ib/ HPCCSyst ens/ myesp/ pri vat e. key
6. Set thefile permissions:

sudo chnod 600 /var/li b/ HPCCSyst ens/ nyesp/ pri vat e. key

Configure HTTPS on your ESP Server

Start Configuration Manager in Advanced Mode

1. Start the Configuration Manager Service on one node (usually the first node is considered the head node and is
used for this task, but thisis up to you).

sudo / opt/ HPCCSyst ens/ sbi n/ confi gngr
2. Using aWeb browser, go to the Configuration Manager's interface.

Use the url of http://nnn.nnn.nnn.nnn:pppp, where nnn.nnn.nnn.nnn is the 1P address of the node running Config-
uration Manager and pppp is the port (default is 8015).

The Configuration Manager startup wizard displays.
3. Select Advanced View.
4. Select an XML file from the drop list.

This list is populated from versions of an environment XML file in your server's /etc/HPCCSystems/sour ce/ di-
rectory.

Tip: The XML file that matches the active environment.xml is highlighted.
5. Pressthe Next button.
The Configuration Manager Advanced View interface displays.

6. Check the Write Access box at the top of the page.

© 2021 HPCC Systems®. All rights reserved
85



Installing & Running the HPCC Systems® Platform
HPCC Systems Installation and Startup

Configure ESP

1. Select ESP - MyEsp in the Navigator panel on the left side.

2. Select the HTTPS tab.

Figure1l. Select HTTPS Tab

HPCC Systems
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3. Inthe passphrase entry control, enter the passphrase you used earlier when you created the private key.

4. When prompted, provide the passphrase again.

5. Click the disk icon to save.

Configure one or more SSL-Enabled Service Bindings
1. Select the ESP Service Bindings tab.

2. Right-click on the list of services, then select Add.

3. Provide aname for the binding (e.g., myws ecl_ssl)

4. Select myws_ecl from the service drop-list.
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Figure 12. myws ecl
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5. Select https from the protocol drop-list.

Figure 13. Select HTTPS
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Note: If you have not previously edited the port, the change from http to https triggers Configuration Manager to
automatically change the port to the default port for https (18002). It only updates automatically if the port has
not been edited.

6. Click thedisk icon to save
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To ensure security, once you have confirmed access to your secure service via https, you delete the service binding
which uses http. Y ou should then repeat the process for all other service bindings.
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Distribute the environment configuration file to all
nodes, Restart, and Certify

Once your environment is set up as desired, you must copy the configuration file out to the other nodes.
1. If itisrunning, stop the system.
Make sure system is stopped before attempting to move the environment.xml file.

2. Back up the origina environment.xml file

# for exanple
sudo cp /etc/HPCCSyst ens/ envi ronnent . xm /et c/ HPCCSyst ens/ envi r onnment . bak

Note: the "live" environment.xml file islocated in your /etc/lHPCCSystems/ directory. ConfigManager works on
filesin /etc/HPCCSystems/sour ce directory. Y ou must copy the XML file from this location to make an environ-
ment.xml file active.

3. Copy the NewEnvironment.xml file from the source directory to the /etc/HPCCSystems and rename the file to
environment.xml

# for exanple
sudo cp /etc/HPCCSyst ens/ sour ce/ NewEnvi ronnment . xml /et ¢/ HPCCSyst ens/ envi r onnent . xmi

4. Copy the /etc/HPCCSystems/environment.xml to the /etc/HPCCSystems/ on every node.

Y ou might prefer to use a script to automate this step, especially if you have many nodes. See the Example Scripts
section in the Appendix of the Installing and Running the HPCCPIlatform manual.

5. Restart the HPCC system and certify the components as usual.

© 2021 HPCC Systems®. All rights reserved
89



Installing & Running the HPCC Systems® Platform
HPCC Systems Installation and Startup

Configuring SSL for Roxie

Roxie can also be configured to use the Secure Sockets Layer (SSL) protocol. Y ou may have already completed some
of these steps if you configured your ESP Server to use SSL as described in the previous section. Please refer to the
SSL For ESP section for more information on creating keys and certificates.

Configure HTTPS on your Roxie Cluster

Start Configuration Manager in Advanced Mode

1. Start the Configuration Manager Service on one node (usually the first node is considered the head node and is
used for this task, but thisis up to you).

sudo / opt/ HPCCSyst ens/ sbi n/ confi gngr
2. Using aWeb browser, go to the Configuration Manager's interface.

Use the url of http://nnn.nnn.nnn.nnn:pppp, where nnn.nnn.nnn.nnn is the 1P address of the node running Config-
uration Manager and pppp is the port (default is 8015).

The Configuration Manager startup wizard displays.
3. Select Advanced View.
4. Select an XML file from the drop list.

This list is populated from versions of an environment XML file in your server's /etc/HPCCSystems/sour ce/ di-
rectory.

Tip: The XML file that matches the active environment.xml is highlighted.
5. Pressthe Next button.
The Configuration Manager Advanced View interface displays.

6. Check the Write Access box at the top of the page.
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Configure Roxie SSL

1. Select your Roxie Cluster in the Navigator panel on the left side.

2. Select the Portstab.

3. Right-click on thelist of ports, then select Add.

8.

9.

Figure 14. Select Port Tab
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» Sofware
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Enter the certificate filename.

Enter the key filename.

10.Click the disk icon to save.

RoxieCluster
Aftributes LOAP Optlons || Redundancy Tracing || UDP Cache | S55H D
Servers || Access Control Lists | Preferred Clusters || User Metrics | Noles
name port  listenQueuwe  numThreads  reg

= Roxie Poris

. The default port number is 9876. Change the default port number, for example, to 19876.
. Change the protocol from Native to SS._ from the drop menu (image).

. Inthe passphrase entry control, enter the passphrase you used earlier when you created the private key. Leave this
field empty if you did not use a passphrase.

. When prompted, provide the passphrase again.

Thedefault lookup location for the certificate and key filesisin /var/lib/HPCCSystems/myroxie. Y ou can specify afull
path if you want thesefilesin adifferent location. The certificate and key files must be available for each Roxie node.
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Distribute the environment configuration file to all nodes, Restart,
and Certify

Once your environment is set up as desired, you must copy the configuration file out to the other nodes. For more
information about how to distribute your environment, please see the section Distribute the environment configuration

file above.
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More Examples

This section contains additional ECL examples you can use on your HPCC Systems cluster. Y ou can run these on a
single-node system or alarger multi-node cluster.

Anagram Examples

The following examples display some of thingsthat HPCC Systems can do. Running through these exampleswill help
your understanding of HPCC Systems and ECL .

ECL Example: Anagraml

This example takes a STRING and produces every possible anagram from it. This code is the basis for a second
example which evaluates which of these are actual words using aword list datafile.

1. Open the ECL IDE (Start >> All Programs >> HPCC Systems >> ECL IDE) and login to your HPCC Systems
platform instance.

2. Open anew Builder Window (CTRL+N) and write the following code:

STRING Wrd : = 'FRED :STORED(' Word');
R : = RECORD
STRI NG SoFar { MAXLENGTH( 200) };
STRI NG Rest { MAXLENGTH(200)};
END;
Init := DATASET([{'',Wrd}],R);
R Pl uck1( DATASET(R) infile) := FUNCTI ON
R TakeOne(R | e, UNSI GNED1 c) := TRANSFORM
SELF. SoFar := le. SoFar + le.Rest[c];
SELF. Rest := le.Rest[..c-1]+Hl e.Rest[c+1..];
/1 Boundary Conditions handl ed automatically
END;
RETURN NORMALI ZE(i nfi | e, LENGTH( LEFT. Rest ), TakeOne( LEFT, COUNTER) ) ;
END;
L := LOOP(Init, LENGTH( TRI M Wrd)), Pl uckl( ROAS( LEFT)));
OUTPUT( L) ;

3. Select thor asyour target cluster.

4. Pressthe syntax check button on the main toolbar (or press F7)
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5. Pressthe Submit button (or press ctrl+enter).

Figure 15. Completed job
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The green check mark indicates successful completion.
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. Click on the workunit number tab and then on the Result 1 tab to see the output.

Figure 16. Completed job output
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Roxie Example: Anagram?2

In this example, we will download an open source data file of dictionary words, spray that file to our Thor cluster,
then validate our anagrams against that file so that we determine which are valid words. The validation step uses a
JOIN of the anagram list to the dictionary file. Using an index and a keyed join would be more efficient, but this
serves as asimple example.

Download the word list

We will download the word list from http://wordlist.aspell.net/12dicts

1. Download the Official 12 Dicts Package. Thefiles are availablein tar.gz or ZIP format.

2. Extract the package contents and save the 2o0f12.txt file (typically found in the American sub-folder) to a folder
on your local machine.

Load the Dictionary File to your Landing Zone

In this step, you will copy the data files to a location from which it can be sprayed to your HPCC Systems cluster.
A Landing Zone is a storage location attached to your HPCC Systems platform. It has a utility running to facilitate
file spraying to a cluster.

For smaller data files, maximum of 2GB, you can use the upload/download file utility in ECL Watch. This data file
is only ~400 kb.

Next you will distribute (or Spray) the dataset to all the nodes in the HPCC Systems cluster. The power of HPCC
Systems comes from its ability to assign multiple processors to work on different portions of the datafilein parallel.
Even if your deployment only has a single node, the data must be sprayed to the cluster.

1. Inyour browser, go to the ECL Watch URL. For example, http://nnn.nnn.nnn.nnn:8010, where nnn.nnn.nnn.nnn
isyour ESP Server's | P address.

Your |P address could be different from the ones provided in the example images. Please use the IP
& address provided by your installation.
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2. From ECL Watch click on the Filesicon, then click the Landing Zones link from the navigation sub-menu.

Press the Upload action button.

Figure 17. Upload
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3. A dialog opens. Browse to and select thefile to upload and then press the Open button.

Thefile you selected should appear in the File Name field. The data file is named: 20f12.txt.

4. Figure 18. Start File Upload
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Press the Start button to complete the file upload.
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Spray the Data File to your Data Refinery (Thor) Cluster

Tousethedatafilein our HPCC Systems cluster, we must "spray" it to all the nodes. A spray or import istherelocation
of adatafile from one location (such as a Landing Zone) to multiple file parts on nodes in a cluster.

The distributed or sprayed file is given alogical-file-name as follows: ~thor::word_list_csv The system maintainsa
list of logical files and the corresponding physical file locations of the file parts.

1. Open ECL Watch using the following URL.:

http://nnn.nnn.nnn.nnn:pppp(wherennn.nnn.nnn.nnnisyour ESP Server's|P Addressand pppp istheport.
Thedefault port is 8010)

2. Click on the Filesicon, then click the Landing Zones link from the navigation sub-menu. Select the appropriate
landing zone (if there are more than one landing zones). Click the arrow to theleft of your landing zoneto expand it.

3. Select thefile from your drop zone by checking the box next to it.
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4. Check the box next to 20f12.txt, then press the Delimited button.

Figure 19. Spray Delimited
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The DFU Spray Delimited page displays.
5. Select mythor in the Target Group drop list.

6. Complete the Target Scope as thor.
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7. Fill intherest of the parameters (if they are not filled in already).

» Max Record Length 8192

Separator \,

* Line Terminator \n,\r\n

¢ Quote: '
8. Fill inthe Target Name using the rest of the Logical File name desired: word list csv
9. Make sure the Overwrite box is checked.

If available, make sure the Replicate box is checked. (The Replicate option is only available on systems where
replication has been enabled.)

10.Press the Spray button.
A tab displays the DFU Workunit where you can see the progress of the spray.
Run the query on Thor

1. Open anew Builder Window (CTRL+N) and write the following code:

| MPORT St d;
| ayout _word_list := record
string word;
end;
File_ Wrd_List := dataset('~thor::word_list_csv', |layout_word_list,
CSV(headi ng(1), separator(',"'),quote('")));
STRING Wrd : = 'teacher' :STORED(' Wrd');

STRING Sort String(STRI NG i nput) := FUNCTI ON
OneChar : = RECORD
STRI NG c;
END;
OneChar MakeSi ngl e(OneChar L, unsigned pos) := TRANSFORM
SELF.c := L.c[pos];
END;
Split := NORMALI ZE( DATASET([i nput], OneChar), LENGTH(i nput),
MakeSi ngl e( LEFT, COUNTER) ) ;
SortedSplit := SORT(Split, c);
OneChar Reconbi ne(OneChar L, OneChar R) := TRANSFORM
SELF.c := L.c+R c;
END;
Reconbi ned : = ROLLUP( SortedSplit, Reconbine(LEFT, RIGHT), ALL);
RETURN Reconbi ned[ 1] . c;
END;

STRI NG C eanedWord : = SortString(TRI M Std. Str. ToUpper Case(Wrd)));

R : = RECORD
STRI NG SoFar { MAXLENGTH(200)};
STRI NG Rest { MAXLENGTH(200) };
END;
Init := DATASET([{'', d eanedWrd}],R);
R Pl uck1(DATASET(R) infile) := FUNCTI ON
R TakeOne(R | e, UNSI GNED1 c) := TRANSFORM
SELF. SoFar := le.SoFar + le.Rest[c];
SELF. Rest := le.Rest[..c-1]+Hle.Rest[c+1..];
/| Boundary Conditions
/1 handl ed automatically
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END;

RETURN DEDUP( NORMALI ZE(i nfi | e, LENGTH( LEFT. Rest ), TakeOne( LEFT, COUNTER)) ) ;
END;

L := LOOP(Init, LENGTH(Cl eanedWord), Pl uckl( ROAS(LEFT)));
Val i dWbrds := JO N(L, File_Wrd_Li st,

LEFT. SoFar =St d. Str. ToUpper Case( Rl GHT. Wor d) , TRANSFORM LEFT) ) ;
QUTPUT( Cl eanedWor d) ;

COUNT( Val i dWor ds) ;
QUTPUT( Val i dWor ds)

2. Select thor asyour target cluster.

3. Pressthe syntax check button on the main toolbar (or press F7)

4. Pressthe Submit button.

5. When it completes, select the Workunit tab, then select the Result tab.

6. Examine the result.

Compile and Publish the query to Roxie

1. Right-click onthe My Filesfolder in the Repository window, and select Insert Folder from the pop-up menu.

Figure 20. Insert Folder
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2. Enter Anagram for the label, then press the OK button.

Figure 21. Enter Folder Label
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3. Right-click on the Anagram Folder, and select I nsert File from the pop-up menu.
4. Enter ValidateAnagrams for the label, then press the OK button.

A Builder Window opens.

Figure 22. Builder Window
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5. Write the following code (you can copy the code from the other builder window):

| MPORT St d;
| ayout _word_list := record
string word;
end;
File Word_List := dataset('~thor::word_list _csv', |ayout_word_list,
CSV(headi ng(1), separator(',"'),quote('")));
STRING Wrd : = 'teacher' :STORED(' Word');

STRING Sort String(STRING i nput) := FUNCTI ON
OneChar : = RECORD
STRI NG c;
END,;
OneChar MakeSi ngl e(OneChar L, unsigned pos) := TRANSFORM
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SELF.c := L.c[pos];

END;

Split := NORMALI ZE( DATASET([i nput], OneChar), LENGTH(i nput),

MakeSi ngl e( LEFT, COUNTER) ) ;

SortedSplit := SORT(Split, c);

OneChar Reconbi ne(OneChar L, OneChar R) := TRANSFORM
SELF.c := L.c+R c;

END;

Reconbi ned : = ROLLUP( SortedSplit, Reconbine(LEFT, RIGHT), ALL);

RETURN Reconbi ned[ 1] . c;

END;

STRI NG C eanedWord : = SortString(TRI M Std. Str. ToUpper Case(Wrd)));

R : = RECORD
STRI NG SoFar { MAXLENGTH(200)};
STRI NG Rest { MAXLENGTH(200) };
END;
Init := DATASET([{'', d eanedWrd}],R);
R Pl uck1( DATASET(R) infile) := FUNCTI ON
R TakeOne(R | e, UNSI GNED1 c) := TRANSFORM
SELF. SoFar := le. SoFar + le.Rest[c];
SELF. Rest := le.Rest[..c-1]+Hle.Rest[c+1l..];
/1 Boundary Conditions
/1 handl ed automatically
END;
RETURN DEDUP( NORMALI ZE(i nfi | e, LENGTH( LEFT. Rest ), TakeOne( LEFT, COUNTER)) ) ;
END;
L := LOOP(Init, LENGTH( Cl eanedWrd), Pl uckl( ROAS( LEFT)));
ValidWrds := JO N(L, File_Word_Li st,
LEFT. SoFar =St d. Str. ToUpper Case( Rl GHT. Wor d) , TRANSFORM LEFT) ) ;
OQUTPUT( d eanedWor d) ;
COUNT( Val i dWor ds) ;
QUTPUT( Val i dWor ds)

6. Select Roxie as your target cluster.
7. Pressthe syntax check button on the main toolbar (or press F7)

8. In the Builder window, in the upper left corner the Submit button has a drop down arrow next to it. Select the
arrow to expose the Compile option.

Figure 23. Compile
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9. Select Compile

10.When it completes, select the Workunit tab, then select the Result tab.
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11.When the workunit finishes, it will display a green circle indicating it has compiled.

Figure 24. Compiled
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Publish the Roxie query
Next we will publish the query to a Roxie Cluster.
1. Select the workunit tab for the ValidateAnagrams that you just compiled.

2. Select the ECL Watch tab.

3. Pressthe Publish button, complete the dialog, and press Submit.

Figure 25. Publish Query
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When it successfully publishes, a confirmation message displays.

Run the Roxie Query in WSECL

Now that the query is published to a Roxie cluster, we can run it using the WsSECL service. WSECL is a web-based
interface to queries on an HPCC Systems platform. Use the following URL :

http://nnn.nnn.nnn.nnn:pppp (where nnn.nnn.nnn.nnn isyour ESP Server's | P address and pppp isthe port.
The default port is 8002)
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1. Click onthe + sign next to myroxie to expand the tree.
2. Click on the ValidateAnagrams.1 hyperlink.

The form for the service displays.

Figure 26. RoxieECL
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3. Select Output Tablesin the drop list.

© 2021 HPCC Systems®. All rights reserved
105



Installing & Running the HPCC Systems® Platform
More Examples

. Provide aword to make anagrams from (e.g., TEACHER), then press the Submit button.

Theresults display.

Figure 27. RoxieResults
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Next Steps

Available from the menu in the ECL IDE there are several documents which provide details on various aspects of
the HPCC Systems.

Y ou can access them from the help menu: Help >> Documentation.

Figure 28. Help Menu
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Y ou can aso find these from the Start menu :
Start >> All Programs >> HPCC Systems >> ECL IDE >> Docs
To familiarize yourself with what your system can do we recommend following the stepsin

» The HPCC Systems Data Tutorial

» The Six Degrees of Kevin Bacon example

» Read Using Config Manager to learn how to configure an HPCC Systems platform using Advanced View.
» Useyour new skillsto process your own massive dataset!

The HPCC Systems® Portal is also a valuable resource for more information including:

» Video Tutorias

» Additional examples
e White Papers

» Documentation
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Appendix
Example Scripts

For a multi-node configuration, you must install the packages on each node. You can install each one manually or
use scripts to copy and install the packages. On a large system where you have many nodes copying and installing
on every node is not practical, therefore we provide some scripts you can use or to serve as examples to give you a
start in making your own.

Scripts are installed to the /opt/HPCCSystems/sbin directory. Scripts should be run as sudo or as a user with appro-
priate privileges on all nodes. The scripts have the ability to multi-thread.

Make sure that you have the sufficient privileges to sudo as an administrator to use the install-cluster.sh
& script. To use the hpec-push.sh or hpee-run.sh scripts, you must sudo as user hpcc.

install-cluster.sh

install-cluster.sh [-k | -p <directory>] [-n <value>] <package-name>

<package-name> Name of the HPCC Systems package to install. Required

-h Help. Optional.

-k, --newkey When specified, the script generates and distributes ssh keys to al hosts. Op-
tional.

-p, --pushkeydir Push existing ssh key to remote machine. Optional. Use either -k or -p, not both.

-n, --concurrent When specified, denotes the number of concurrent executions. Default is5. Op-
tional.

You can run this script as any user with sufficient permissions to execute it; however, when prompted for
user name/passwor d, you must provide credentials for a user with sufficient sudo rights to run commands as
an administrator on all nodes.

Before you can use this script, you must have aready defined and generated an environment.xml file (using Config-
Mgr'swizard or advanced mode). This script:

* reads the active environment.xml file and gathers alist of nodes upon which to act.
* installsthe HPCC Systems platform package(s) on all nodes specified.
* pushes out and deploys the environment file (environment.xml) to all nodes specified.

« optionally, if you specify the -k option it also generates the required ssh keys and deploys them as required to all
nodes specified.

« optionally, if you specify the -p option it pushes out the existing ssh keys to all nodes specified. Use either the -
k or the -p option, but not both.

« optionally, if you specify the -n <value> option it spawns that many concurrent executions. Default is 5.
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Examples:

This example installs the HPCC Systems platform packages to remaining nodes and pushes out the active environ-
ment.xml file to those nodes.:

sudo /opt/ HPCCSyst ens/ sbin/install-cluster.sh hpccsystens-pl at f or m xxxx-n. n. nnnn
(where n.n.nnnn is the build number)

This example installs the HPCC Systems platform packages to all nodes and pushes out the active environment.xml
file to those nodes. It also generates ssh keys and pushes them out to all nodes.

sudo /opt/HPCCSyst ens/ sbin/install-cluster.sh -k hpccsystens-pl at f or m xxxx-n. n. nnnn
(where n.n.nnnn is the build number)

This example installs the HPCC Systems platform packages and pushes out the active environment.xml file to 8
concurrent nodes.:

sudo /opt/HPCCSyst ens/ shin/install-cluster.sh -n 8 hpccsystens-pl at f or m xxxx-n. n. nnnn

(where n.n.nnnn is the build number)
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deploy-java-files.sh

deploy-java-files.sh [-C] [-€] [-H <value>] [-n <vaue>] [-r] [-s <value>] [-t <vaue>] [-u <value>] [-X]

-C When specified, this option adds the target directory or jar file path to classpath in environ-
ment.conf.

-e When specified, this denotes the target is to be removed from the classpath.

-H Host IP list. When specified, will target the | P addresses specified, one | P address per line.
If this option is not used will run on the IP list generated from the environment.xml

-n When specified, denotes the number of concurrent execution threads. Default is5. Y ou must
have python installed, otherwise this option will be ignored and the action will run on each
host sequentially.

-r Reset classpath. When specified, will reset the classpath to <install_directory>/classes. If
used in conjunction with the -t adds the new entries to the classpath after reset.

-S Source file or directory.

-t Target directory. The default is <install_directory>/classes. If it isonly for adding to class-

path, the value can be the full path of the javajar file.

-u The username to use for ssh access to remote system. Provide this option when the specified
user does not use a password to run ssh/scp. Without specifying this option you will be
prompted to supply a username and password. We strongly recommend not using <hpcc
user> to avoid security issues.

-X When specified, this option excludes execution on the current host.

The deploy-java-files.sh script, is used to deploy java files (source) to HPCC Systems cluster hosts and update the
classpath variable in environment.conf.

This script runs a command on all |P addresses or host names in the active environment.xml. The IP addresses are
defined when editing the environment in ConfigMgr.

This script writesto alog file:
Ivar/log/HPCCSystemg/cluster/se_<action>_<commnd>_<pid>_yyyymmdd_HHMM SS.log
Examples:

To deploy java files from /home/hpcc/development/javal on local system to /home/hpec/javal on al hosts in cluster
and update classpath with 10 concurrent executions:

./ depl oy-java-files.sh -s /[hone/ hpcc/ devel opnent/java/* -t /hone/ hpcc/javal -c -n 10

To deploy java files from /home/hpcc/javal on local system to /home/hpcc/java on all hosts in cluster except local
system:

./ depl oy-java-files.sh -s /[hone/ hpcc/java/* -t /home/ hpcc/java -x

To update classpath for a cluster:

./ depl oy-java-files.sh -c -t /home/ hpcc/ devel op/j ava: / horme/ hpcc/test/javal
To Todeploy javafilesto alist of hosts:

./ depl oy-java-files.sh -H /home/ hpcc/ hosts.txt -s /hone/hpcc/javal* -t /honme/ hpcc/javal
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hpcc-push.sh

hpcc-push.sh [-s <source>] [-t <target>] [-n <concurrent>] [-X]

-S Sourcefile or directory.

-t Target file or directory.

-n, --concurrent When specified, denotes the number of concurrent executions. Default is5. Op-
tional.

-X When specified, this option excludes execution on the current host.

This script " pushes’ files from the source filename and path to the destination filename and path for all IP
addressesin the active environment.xml.

To use this script, the ssh keys need to be properly configured on all nodes, and you must use sudo.
The | P addresses were defined when editing the environment in ConfigMgr.

sudo /opt/ HPCCSyst ens/ sbi n/ hpcc- push. sh -s <sourcefile> -t <destinationfile>

For example:

sudo / opt/HPCCSyst ens/ shi n/ hpcc- push. sh -x \
-s [etc/HPCCSyst ens/ envi ronment. xml -t /et c/ HPCCSyst ens/ envi r onnent . xm
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hpcc-run.sh

hpcc-run.sh [-c component] [-n concurrent] [-9] [-S] { start|stop|restart|status}

-c, --comp HPCC Systems component. For example, dali@mydali.service, roxie@myroxie.service,
etc.

-n, --concurrent When specified, denotes the number of concurrent instances to run. The default is 5. Op-
tional.

-S, --sequentially When specified, the command runs sequentially, one host at atime.

-, --save When specified, saves the result to afile named <ip address>.

To use this script, the ssh keys need to be properly configured on all nodes, and you must sudo as user hpcc.
Thisscript runsa command on all | P addressesin the active environment.xml.

The IP addresses were defined when editing the environment in ConfigMgr. This script supports all the parameters
of hpcc-init and dafilesrv.

Examples:

This example starts all components on the nodes

sudo /opt/HPCCSyst ens/ shi n/ hpcc-run. sh systentt|l start hpccsystens-platformtarget

This example starts al components on al the nodes, using 8 concurrent executions

sudo / opt/ HPCCSyst ens/ sbi n/ hpcc-run. sh systenctt|l start hpccsystens-platformtarget -n 8
This example starts all components of the dali type on the nodes

sudo / opt/ HPCCSyst ens/ sbi n/ hpcc-run.sh -c dali @ydali.service start

This example starts the dafilesrv hel per application

sudo /opt/HPCCSyst ens/ sbi n/ hpcc-run.sh -c dafilesrv@afil esrv.service start
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update-keys

update-keys [-s <secret_key> -p <public_key>] [ -g] [-n <number of concurrent threads>]

-S SSH Secret Key.

-p SSH Public Key.

-g Generates new id_rsa private/public keys and will overwrite any user supplied keys to use
the new generated keys.

-n Number of concurrent threads, default is 5.

This script isintended to assist administrators to deploy HPCC Systems SSH keys across their cluster. SSH keys are
used primarily for component startup such as Thor and certain plug-ins such as Spark. SSH keys are more important
in a physical bare metal environment and less so in a cloud environment.

Examples:
sudo /opt/ HPCCSyst ens/ sbi n/ updat e- keys -g

This example generates new private/public SSH keys and overwrites any existing keys and distributes the keys to the
components.
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Uninstalling the HPCC Systems Plat-
form

To uninstall the HPCC Systems platform, issue the appropriate commands for your system. If necessary, do so on
each node that it isinstalled on.

CentosRed Hat

sudo yum renmove hpccsystens-pl atform

Ubuntu/Debian

sudo apt-get renove hpccsystens-pl atform
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Helper Applications

Thereis ahelper applications that runs on all nodes that you may need to stop or start manually.

Normally, this processis started automatically the first time the hpcc-init service executes.
Enter the following commands to stop or start the hel per application:

o défilesrv
sudo systenct!| dafilesrv@afil esrv.service stop

sudo systenct!l dafilesrv@afilesrv.service start
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hpcc-init

Systems utilizing System V based init systems do not support the systemd calls utilized by HPCC Systems. We will
continue to support the old System V style init.d calls.

hpcc-init [option] command
option * -C componentname, --component=componentname

Specifies the component upon which to execute the command. If omitted, the default is all
components on the machine.

-C componenttype, --component=componenttype

Specifiesthe component type upon which to execute the command. If morethan one of thistype
is configured, all will be acted upon. If omitted, the default is all components on the machine.

e --componentlist

Providesalist of all component names on the current node as specified in the environment file.
o --typelist

Provides alist of all component types on the current node as specified in the environment file.
 -h,--help

Displays ahelp page
command o Start:

Starts component(s)
* stop
Stops component(s)
e gtatus
Displays component(s) status
e restart
Restarts component(s)
* setup
Initializes component configuration files but does not start the component(s).

Thehpcc-init function isused to start, stop, restart, setup, or check the status of any or all HPCC Systems components.
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Examples:

sudo /etc/init.d/ hpcc-init start
sudo /etc/init.d/ hpcc-init stop

sudo /etc/init.d/ hpcc-init -c myecl server start
sudo /etc/init.d/ hpcc-init --conponent=nyecl server start

sudo /etc/init.d/ hpcc-init -c esp start

HPCC Systems systemd services

HPCC Systems is extending support and development to more systemd services. We intend to continue support for
Cent OS 6 and other System V based systems through the hpcc-init. The hpcc-init system service will support "start",
"stop" and "restart" options.

The reporting and logging for HPCC Systems systemd will differ from the previous hpcc-init type. The systemd logs
do not have any output to STDOUT/STDERROR, instead it logsto /var/log/syslog. To view the output:

journalctl -u <service> -f

or

sudo systentt!| <start|stop|restart> <full_service_name>
The systemd displays the service status in its own format.

sudo systenctl status <full_service_nanme>

Thisis different than the output from

/etc/init.d/ hpcc-init status

HPCC Systems services started through systemd will be listed as active in systemd. They can be listed as "sudo
systemctl list-units[PATTERN...]". To removethem from the systemd active servicelist, you must run the stop service
from the "service" or "systemctl" commands (as shown above) even though it is already stopped by directly calling /
etc/init.d/<hpcc-init|dafilesrv> stop.

HPCC Systems uninstall will automatically remove HPCC Systems services from active list and /etc/systemd/system/
directory.
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Unity Launcher Icon

The HPCC Systems platform supports an Ubuntu Unity Launcher icon.

Thisallows you to start, stop, restart, or query the status of an installed single node system from an icon on the Unity
Launcher of a desktop version of Ubuntu.

Note:  Thisisonly useful on asingle-node system at this time. Future versions may operate in a different manner
and support multi-node HPCC Systems®.

To add theicon:
1. Use the search on Dash Home to find the HPCC Systems® application icon.

Figure 29. HPCC Systems Application Icon

® 1 | @ hpcd

kit Applications

HPCC Syskems
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2. Click and Drag it to the Unity Launcher bar.

Figure 30. Unity Launcher

TREECEFEDR

3. Dropit on the bar.

Note: In Ubuntu 12.04 or later, you can move the to any position on the bar by dragging and dropping to the
desired position.

To use theicon:
1. Right-click on the icon, then select the desired action from the menu.

Figure 31. Context Menu

Start HPCC Cluster
Stop HPCC Cluster
Restart HPCC Cluster

HPCC Cluster Status

HPCC Systems

Remove from launcher
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2. Theresult displaysin a Termina window.

Figure 32. Results

opped
opped
opped
opped

opped
opped
opped
opped

ped

3. Close the window when you are done.
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Running the ECL IDE under WINE

To runthe ECL IDE under WINE in Linux, follow these steps.

1. Install winel.2 (this correspondsto Wine version 1.1.31) and its dependencies.
2. Download msxml3.msi from Microsoft (Service Pack 7 or later).

http://www.microsoft.com/en-us/download/detail s.aspx 2 d=3988

3. Install msxml3.msi in Wine (Double-click the msi file and Wine will install it).
4. Open Configure Wine (Applications/Wine/Configure Wine):

5. Select the Libraries tab.

6. Inthe New override for library drop list, select msxml 3, then press the add button.
7. Select msxml3in the Existing overrides list and press Edit.

8. Select the Native (Windows) option and press the OK button.

9. Pressthe OK button to close the Wine Configuration window.

10.Install the HPCC Systems ECL IDE (Double-click the installation file and Wine will install it).
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External Language Support

This section covers the steps to add external language support to the HPCC Systems platform. HPCC Systems offers
support for several programming languages, some have additional dependencies that must be installed. External lan-
guage support isincluded with the platform installation package, however there are RPM-based HPCC Systems plat-
form installation packages that explicitly state with plugins.

RPM -based systems:

If you are interested in using external languages for RPM-based systems (CentOS/Red Hat), you need to download
and install the appropriate platform installation distribution with plugins option from the downloads site.

For RPM based systems, there are two different installation packages available. One package includes the optional
plugins to support embedded code from other languages. If you want support for other languages, choose the package
for your distro that begins with:

hpccsyst ens- pl at f or m_communi ty-wi t h- pl ugi ns-
Debian-based systems:

Optional plugin downloadsare NOT needed for the Debian-based systems (Ubuntu) installation package, asthe plugins
areincluded in all the Debian installation packages.

The external languages currently supported include:

C++ (full support is already built-in)
e Java

 JavaScript

Python (full support is already built-in)
* R
The following sections detail what is required to utilize these languages in your HPCC Systems platform.

In addition to these languages, you can add support for additional languages by creating your own plugin. Thisis not
very difficult to do. For example the JavaScript plugin is about 500 lines of C++ code. Y ou can use that as atemplate
to write your own and, if desired, you can contribute it back to the open source initiative.
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Java

Y ou can run external Java code on the HPCC Systems platform. Compiled Java can be used either asa.class (or a.jar)
and called from ECL just like any other ECL function.

To extract the NI signatures:
javap -s
To set up Javato integrate with the HPCC Systems platform:
1. Install a Java development package, such as OpendDK or Oracle Java SE Development Kit (JDK) on the server.
2. Set the Java CLASSPATH
You can set the classpath several ways:
* Inyour profile.
* Inyour environment.
* inyour VM Profile.
* using classpath value in environment.conf

The default configuration file for the HPCC Systems platform is /etc/HPCCSystems/environment.conf you
will need to edit thisfile to point to your Java build directory.

For example (on a Linux system):
cl asspat h=/ opt / HPCCSyst ens/ cl asses: / hone/ user nane/ wor kspace/ St r eamAPI / bi n
The classpath should point to your Java build directory.
3. Start the HPCC a/stems® platform (restart if it is already running) in order to read the new configuration.
For example :
sudo systenttl start hpccsystens-platformtarget

For moreinformation see the Starting-and-stopping the HPCC Systems platform in the Installing and Running The
HPCC Systems Platform document.

4. Test the Javaintegration.

The HPCC Systems® platform comes with a Java example class. Y ou can execute some Java code either in your
ECL IDE or the ECL Playground.

For example:

| MPORT j ava;

integer addl(integer val) := | MPORT(java, 'JavaCat.addl:(l)I");
add1(10);

If this successfully executes, you have correctly set up Javato work with your HPCC Systems platform.

If you get a"unable to load libjvm.so" error you should reinstall or try a different Java package.
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You can call Javafrom ECL just like any other ECL function. Java static functions can be easily prototyped using
ECL types.

Additional examples of Javafor HPCC Systems can be found at:

https://github.com/hpcc-systems/HPCC-Pl atf orm/tree/master/testing/ecl/embedjava.ecl
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JavaScript

To enable JavaScript support within the HPCC Systems® Platform:

1. Install the appropriate dependencies for your platform.

RPM -based systems:

On an RPM-based system (CentOS/Red Hat) install v8embed.

Debian-based systems:

For a Debian-based system (Ubuntu) install the libv8-dev package.

. Test the JavaScript integration.

JavaScript does multi-thread, as aresult this can be the fastest of the currently supported embedded languages.
Y ou can how execute some JavaScript code either in your ECL IDE or the ECL Playground.

For example:

/I not hor

| MPORT j avascri pt;

j avascri pt. Language. synt axcheck(' 1+2');

i nteger addl(integer val) := EMBED(javascript) val +1; ENDEMBED,
data testData(data val) := EMBED(javascript) val[0] = val[0] + 1; val; ENDEMBED;
set of integer testSet(set of integer val) := EMBED(javascript)
t =val [1];

val[1] = val[2];

val[2] =t;

val ;

ENDEMBED;

add1(10);

If this successfully executes, you have correctly set up JavaScript to work with your HPCC Systems platform.
Additional examples of HPCC Systems code can be found at:

https.//github.com/hpcc-systems/HPCC-Pl atf orm/tree/master/testing/ecl/embedjava.ecl
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Python

The HPCC Systems platform supports Python3 by default. It includes plugins for both Python2 and Python3, but only
one may be safely enabled at atime as the Python libraries export the same symbols for both versions. Enabling both
may lead to unpredictable results including segmentation faults or undefined symbol errors.

By default the Python2 plugin is present but disabled, and the Python3 plugin is present and enabled. If you want to
use Python2 modify your environment.conf file according to the example in the file.

A cluster updated from an older version may not have the appropriate entries in the environment.conf file to support
either version of Python.

To enable Python support within the HPCC Systems® Platform:
1. Install Python, if not already installed. Many distributions come with Python already installed.

Python 2.6, 2.7, or Python3 depending on your distribution's default version and to coordinate with the enabled
entry in the environment.conf.

2. You can embed Python natively inside an ECL Program, much like BEGINC++
3. Call Python from ECL as you would any other ECL function.

Python does not multi-thread efficiently (Global Interpreter Lock). Effectively only onethread can bein the python
code at once. Scripts are compiled every call (but with caching of most recent, per thread). The IMPORT case will
avoid recompiles.

4. Test the Python integration.
Y ou can now execute some Python code either in your ECL IDE or the ECL Playground.
For example:

| MPORT Pyt hon;

SET OF STRING split_words(STRI NG val ) := EMBED( Pyt hon)
return val .split()
ENDEMBED;

split_words(' Once upon a tine');

If this successfully executes, you have correctly set up Python to work with your HPCC Systems platform. Y ou can
now embed Python anywhere you would use ECL within with your HPCC Systems platform.

Additional examples of HPCC Systems code can be found at:

https.//github.com/hpcc-systems/HPCC-Pl atf orm/tree/master/testing/regress/ecl/

In order for Python to work properly it isimportant that the version of Python and HPCC Systems are set up correctly
to support using the installed version of Python. If you see "Id: cannot find --lpy2embed" error then your system is
likely set up for Python3. Likewise, if you see"ld: cannot find --Ipy3embed" then your system is set up for Python2.

Python Scope Options

GL OBAL SCOPE - Thisoption allowsindependent EMBED attributesto share globalswith each other if they specify
the same name for the GLOBAL SCOPE parameter.
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PERSI ST - Thisoption controls how long such a shared global scopewill persist and exactly how far it will be shared.

The value passed to GLOBALSCOPE can be any string you like, alowing you to share globals between related
EMBED sections while keeping them distinct from unrelated ones.

PERSIST can take one of the following values:

global - The values persist indefinitely (until the process terminates) and are shared with any other embeds using the
same GLOBAL SCOPE value, even in other workunits.

query - The values persist until the query is unloaded, and are shared with other instances of the query that might be
running at the same time in Roxie, but not with other queries.

workunit - The values persist until the end of the current workunit or the current instance of a Roxie deployed query,
and are not shared with other instances.
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R

The HPCC Systems platform supports embedded R code. To enable R support within The HPCC systems® Platform:
1. Download the R Embed plugin available from the HPCC Systems portal.

https.//hpccsystems.com/download/hpcc-platform

Choose the appropriate plugin for your distribution.
2. Ingtall the plugin.

RPM-based systems: Install using yuminstall.

Debian-based systems: Install using dkpg -i then apt-get install -f

If you use these methods to install the plugins, all the required libraries and dependencies will also be installed.
3. Test the R integration.

R is not multi-thread aware, so the plugin hasto wrap all callsto R for critical sections. Scripts are compiled with
every call to R. The default runseach embedded R call inalocal environment. Thisenvironment can persist between
embedded R callsin the same environment.

Y ou can now execute some R code either in your ECL IDE or the ECL Playground.

For example:
| MPORT R;

i nteger addl(integer val) := EMBED(R)
val +1
ENDEMBED;

string cat(varstring what, string who) := EMBED(R)
past e( what , who)
ENDEMBED;

data testData(data val) := EMBED(R)
val [1] = val[2];

val ;

ENDEMBED;

set of integer testSet(set of integer val) := EMBED(R)
t =val [1];

val [ 1] val [ 2] ;

val [ 2] t;
val ;
ENDEMBED;

set of unsigned2 testSetO(set of unsigned2 val) := EMBED(R)
sort(val);
ENDEMBED;

set of string testSet2(set of string val) := EMBED(R)
t =val [1];

val [ 1] val [ 2];

val [ 2] t;
val ;
ENDEMBED,;
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set of string testSet3(set of string8 val) := EMBED(R)
t =val [1];
val [1] = val[2];
val[2] =t;
val ;
ENDEMBED;
set of varstring testSet4(set of varstring val) := EMBED(R)
t =val [1];
val [1] = val[2];
val[2] =t;
val ;
ENDEMBED;
set of varstring8 testSet5(set of varstring8 val) := EMBED(R)
t =val [1];
val [1] = val[2];
val[2] =t;
val ;
ENDEMBED;
set of bool ean testSet6(set of boolean val) := EMBED(R)
t =val [1];
val [1] = val[2];
val[2] =t;
val ;
ENDEMBED;
set of real4 testSet7(set of real4 val) := EMBED(R)
t =val [1];
val [1] = val[2];
val[2] =t;
val ;
ENDEMBED;
set of real 8 testSet8(set of real8 val) := EMBED(R)
t =val [1];
val [1] = val[2];
val[2] =t;
val ;
ENDEMBED;
set of integer2 testSet9(set of integer2 val) := EMBED(R)
sort(val);
ENDEMBED;
add1(10);

cat('Hello', "Wrld');
testData(D ab');
testSet([1,2,3]);

t est Set 0( [ 30000, 40000, 50000] ) ;
testSet2(['one','two', 'three']);
testSet3(['uno','dos','tre']);
testSet4(['un', 'deux','trois']);
testSet5(['ein','zwei', 'drei']);
testSet6([fal se,true, fal se, true]);
testSet7([1.1,2.2,3.3]);
testSet8([1.2,2.3,3.4]);
testSet9([-111,0, 113]);

sl : =DATASET(250000, TRANSFORM{ integer a }, SELF.a :
s2 : =DATASET(250000, TRANSFORM{ integer a }, SELF.a :
SUM NOFOLD(s1 + s2), a);

add1( COUNTER)) ) ;
add1( COUNTER/ 2))) ;

s1b : =DATASET(250000, TRANSFORM({ integer a }, SELF.a := COUNTER+1));
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s2b : =DATASET(250000, TRANSFORM{ integer a }, SELF.a := (COUNTER/ 2)+1));
SUM NOFCOLD(s1lb + s2b), a);

If this successfully executes, you have correctly set up R to work with your HPCC Systems platform.
Additional examples of HPCC Systems code can be found at:

https://github.com/hpcc-systems/HPCC-Pl atf orm/tree/master/testing/regress/ecl/embedR.ecl

Mapping Datatypes

Some additional considerations for mapping data typesin R.

In HPCC Systems the ECL RECORD mapsto an R list.

An ECL DATASET including a nested dataset is mapped to an R dataframe.
An ECL SET is mapped to an R vector.

These principals apply to passing data from HPCC Systemsto R or data returning to HPCC Systems from R. There
are usage examples of these concepts available at:

https.//github.com/hpcc-systems/HPCC-Pl atf orm/tree/master/testing/regress/'ecl/embedR2.ecl

R Scope Options

GL OBAL SCOPE - Thisoption allowsindependent EMBED attributesto share globalswith each other if they specify
the same name for the GLOBAL SCOPE parameter.

PERSI ST - Thisoption controls how long such a shared global scopewill persist and exactly how far it will be shared.

The value passed to GLOBALSCOPE can be any string you like, alowing you to share globals between related
EMBED sections while keeping them distinct from unrelated ones.

PERSIST can take one of the following values:

global - The values persist indefinitely (until the process terminates) and are shared with any other embeds using the
same GLOBAL SCOPE value, even in other workunits.

query - The values persist until the query is unloaded, and are shared with other instances of the query that might be
running at the same time in Roxie, but not with other queries.

workunit - The values persist until the end of the current workunit or the current instance of a Roxie deployed query,
and are not shared with other instances.
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