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Introducing HPCC Systems®
Administraton

Introduction

HPCC (High Performance Computing Cluster) Systems is a massive parallel-processing computing platform that
solves Big Data problems.

HPCC Systems platform stores and processes large quantities of data, processing billions of records per second using
massive parallel processing technology. Large amounts of data across disparate data sources can be accessed, analyzed,
and manipulated in fractions of seconds. HPCC Systems functions as both a processing and a distributed data storage

environment, capable of analyzing terabytes of information.

© 2020 HPCC Systems®. All rights reserved
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Architectural Overview

An HPCC a/stems® Platform consists of the following components: Thor, Roxie, ESP Server, Dadli, Sasha, DFU
Server, and ECLCC Server. LDAP security is optionally available.

Figure 1. HPCC Systems Architectural Diagram
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Data loading is controlled through the Distributed File Utility (DFU) server.

Datatypically arrives on the landing zone (for example, by FTP). File movement (across components) is initiated by
DFU. Datais copied from the landing zone and is distributed (sprayed) to the Data Refinery (Thor) by the ECL code.
Data can be further processed via ETL (Extract, Transform, and Load process) in the refinery.

A single physical file is distributed into multiple physical files across the nodes of a cluster. The aggregate of the
physical files creates onelogical file that is addressed by the ECL code.

Figure 2. Data Processing
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The dataretrieval process (despraying) places the file back on the landing zone.
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Clusters

HPCC Systems environment contains clusters which you define and use according to your needs. Thetypesof clusters
used by HPCC Systems:;

Thor

Data Refinery (Thor) -- Used to process every one of billions of records in order to create billions of "improved"
records. ECL Agent (hThor) is also used to process simple jobs that would be an inefficient use of the Thor cluster.

Roxie
Rapid Data Delivery Engine (Roxie) -- Used to search quickly for a particular record or set of records.

Queries are compiled and published, usually in ECL Watch. Data movesin parallel from Thor nodes to the receiving
Roxie nodes. Parallel bandwidth utilization improves the speed of putting new datainto play.

ECL Agent

The ECL Agent's primary function is to send the job to execute on the appropriate cluster. The ECL Agent can act
as a single-node cluster. That is called spawning an hThor cluster. hThor is used to process simple jobs that would
otherwise be an inefficient use of Thor. For simple tasks, the ECL Agent will make a determination and perform the
execution itself by acting as an hThor cluster.

Figure 3. Clusters
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System Servers

The System Servers are integral middleware components of an HPCC Systems platform. They are used to control
workflow and inter-component communication.

Dali

Dali is aso known as the system data store. It manages workunit records, logica file directory, and shared object
services. It maintains the message queues that drive job execution and scheduling.

Dali also performs session management. It tracks all active Dali client sessions registered in the environment, such
that you can list al clients and their roles. (see dalidiag -clients)

Another task Dali performs isto act as the locking manager. HPCC Systems uses Dali's locking manager to control
shared and exclusive locks to metadata.

Sasha

The Sasha server is a companion "housekeeping” server to the Dali server. Sasha works independently of, yet in
conjunction with Dali. Sasha's main function is to reduce the stress on the Dali server. Wherever possible, Sasha
reduces the resource utilization on Dali. A very important aspect of Sasha is coalescing, by saving the in-memory
store to a new store edition.

Sasha archives workunits (including DFU Workunits) that are then stored in folders on adisk.
Sasha aso performs routine housekeeping such as removing cached workunits and DFU recovery files.

Sasha can also run XREF, to cross reference physical files with logical metadata, to determine if there are lost/found/
orphaned files. It then presents options (via EclWatch) for their recovery or deletion.

Sasha is the component responsible for removing expired files when the criteria has been met. The EXPIRE option
on ECL's OUTPUT or PERSIST sets that condition.

DFU Server

DFU server controls the spraying and despraying operations used to move datain and out of Thor.
DFU services are available from:

+ Standard librariesin ECL code.

 Client interfaces. Eclipse, ECL Playground, ECL IDE, and the ECL command line interface.

* DFU Plus command line interface.

ECLCC Server

ECLCC Server is the compiler that translates ECL code. When you submit ECL code, the ECLCC Server generates
optimized C++ which is then compiled and executed. ECLCC Server controls the whole compilation process.

When you submit workunits for execution on Thor, they arefirst converted to executable code by the ECL CC Server.

When you submit aworkunit to Roxie, code is compiled and later published to the Roxie cluster, where it is available
to execute multiple times.

© 2020 HPCC Systems®. All rights reserved
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ECLCC Server is also used when the ECL IDE requests a syntax check.

ECLCC Server uses a queue to convert workunits one at a time, however you can have ECLCC Servers deployed in
the system to increase throughput and they will automatically load balance as required.

ECL Agent

ECL Agent (hThor) isasingle node process for executing simple ECL Queries.

ECL Agent is an execution engine that processes workunits by sending them to the appropriate cluster. ECL Agent
processes are spawned on-demand when you submit aworkunit.

ECL Scheduler

The ECL Scheduler provides a means of automating processes within ECL code or to chain processes together to
work in sequence. ECL Scheduling is event-based. The ECL Scheduler monitors a Schedule list containing registered
Workunits and Events and executes any Workunits associated with an Event when that Event is triggered.

ESP Server

ESP (Enterprise Service Platform) Server is the inter-component communication server. ESP Server is a framework
that allows multiple services to be "plugged in" to provide various types of functionality to client applications via
multiple protocols.

Examples of servicesthat are plugged into ESP include:

» WSECL.: Interface to published queries on a Roxie, Thor, or hThor cluster.

« ECL Watch: A web-based query execution, monitoring, and file management interface. It can be accessed viathe
ECL IDE or aweb browser. See Using ECL Watch.

The ESP Server supports both XML and JSON Formats.

LDAP

Y ou can incorporate a Lightweight Directory Access Protocol (LDAP) server to work with Dali to enforce the security
restrictions for file scopes, workunit scopes, and feature access.

When LDAP is configured, you need to authenticate when accessing ECL Watch, WSECL, ECL IDE, or any other
client tools. Those credential s are then used to authenticate any requests from those tools.

Client Interfaces

The following Client Interfaces are available to interact with the HPCC Systems platform.

ECL IDE

ECL IDE is a full-featured GUI providing access to your ECL code for ECL development. ECL IDE uses various
ESP services via SOAP.

The ECL IDE provides access to ECL Definitions to build your queries. These definitions are created by coding an
expression that defines how some calculation or record set derivation is to be done. Once defined, they can be used
in succeeding ECL definitions.

© 2020 HPCC Systems®. All rights reserved
9



HPCC Systems® Administrator's Guide
Introducing HPCC Systems® Administraton

ECL Watch

ECL Watch is aweb-based query execution, monitoring, and file management interface. It can be accessed via ECL
IDE, Eclipse, or aweb browser. ECL Watch allows you to see information about and manipulate workunits. It also
allows you monitor cluster activity and perform other administrative tasks.

Using ECL Watch you can:

» Browse through previously submitted workunits (WU). You can see a visual representation (graphs) of the data
flow within the WU, complete with statistics which are updated as the job progresses.

* Search through files and see information including record counts and layouts or sample records.

» Seethe status of all system servers.

View log files.
» Add users or groups and modify permissions.

See the Using ECL Watch Manual for more details.

ECL for Visual Studio

You can find and add the extension, ECL for Visual Studio Code in the Visual Studio Marketplace. This extension
adds rich language support for the ECL language to VS Code.

Command Line Tools

Command linetools: ECL, DFU Plus, and ECL Plus provide command line access to functionality provided by the
ECL Watch web pages. They work by communicating with the corresponding ESP service via SOAP.

See the Client Tools Manual for more details.

Support Utilities

Thereare afew additional componentswhich are neither system serversnor client interfaces but nonethelessimportant
in supporting HPCC Systems® tasks.

dafilesrv

The dafilesrv is a daemon that runs on system servers or physical locations on the HPCC Systems platform. This
daemon enables the HPCC Systems components to have file access to physical file locations. File access could be
spraying, despraying, copying, accessing logs, etc. Anything that requires afile from another node, must have dafilesrv
running on that node. The dafilesrv daemon can be configured to allow SSL connections only, which secures remote
access to physical files.

The dafilesrv daemon runs as a process on every HPCC Systems node. The daemon will typically keep running even
if your system is stopped. That isan important fact to keep in mind if you are stopping your system for maintenance,
installations, or upgrades. Evenif you issuethe HPCC Systems stop command, you would still need to stop the dafilesrv
daemon.

One way to check and seeif dafilesrv isrunning, isto issue a command such as the following:
ps -eaf | grep dafilesrv

Even if your HPCC System is stopped, you should still see that the dafilesrv is running.

© 2020 HPCC Systems®. All rights reserved
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Issue the following command to stop the dafilesrv daemon on a System V based system.
sudo /opt/ HPCCSyst ens/ sbi n/ hpcc-run.sh -a dafilesrv stop

Issue the following command to stop the dafiilesrv daemon on a Systemd based system.
hpcc-run.sh -c dafil esrv@ydafil esrv. service stop

Y ou must have sudo permission level accessin order to start or stop any of the HPCC Systems components, including
dafilesrv.

After you verify that dafilesrv is not running you can then proceed with the installation.
ftslave
The ftdlave is a process used when spraying data by dfuserver. The ftslave process is launched on demand as part of

the spray process. There may be mutliple ftslave processes running on any given node at any given time, depending
on the number of active sprays.

© 2020 HPCC Systems®. All rights reserved
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Hardware and Software Requirements

This chapter describes some of the hardware and software requirements in order to run the HPCC Systems plat-
form. HPCC Systems is designed to run on commodity hardware, which makes building and maintaining large scale
(petabytes) clusters economically feasible. When planning your cluster hardware, you will need to balance a number
of considerations specific to your needs.

This section provides some insight into the hardware and infrastructure that HPCC Systemsworkswell on. Thisis not
an exclusive comprehensive set of instructions, nor a mandate on what hardware you must have. Consider this as a
guide to use when looking to implement or scale your HPCC Systems platform. These suggestions should be taken
into consideration for your specific enterprise needs.

Network Switch

The network switch is a significant component of the HPCC Systems platform.

Switch requirements

 Sufficient number of portsto allow all nodes to be connected directly to it;
e |GMP v.2 support
» IGMP snooping support

Ideally your HPCC Systemswill perform better when each node is connected directly into asingle switch. Y ou should
be able to provide a port for each node on a single switch to optimize system performance. Y our switch size should
correspond to the size of your system. Y ou would want to ensure that the switch you use has enough capacity for each
node to be plugged into its own port.

Switch additional recommended features

» Gigabit speed

* Non-blocking/Non-oversubscribed backplane
» Low latency (under 35usec)

» Layer 3 switching

» Managed and monitored (SNMP isaplus)

* Port channel (port bundling) support

Generally, higher-end, higher throughput switches are also going to provide better performance. For larger systems, a
high-capacity managed switch that can be configured and tuned for HPCC Systems efficiency is the best choice.

© 2020 HPCC Systems®. All rights reserved
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Load Balancer

A load balancer distributes network traffic acrossanumber of servers. Each Roxie Nodeis capabl e of receiving requests
and returning results. Therefore, aload balancer distributes the load in an efficient manner to get the best performance
and avoid a potential bottleneck.

Load Balancer Requirements

Minimum requirements

» Throughput: 1 Gigabit
 Ethernet ports: 2
» Balancing Strategy: Round Robin

Standard requirements

» Throughput: 8 Gbps
* Gigabit Ethernet ports: 4
» Baancing Strategy: Flexible (F5 iRules or equivalent)

Recommended capabilities

« Ability to provide cyclic load rotation (not load balancing).

* Ability to forward SOAP/HTTP traffic

« Ability to provide triangul ation/n-path routing (traffic incoming through the load balancer to the node, replies sent
out the viathe switch).

« Ability to treat a cluster of nodes as a single entity (for load balancing clusters not nodes)

or
 Ability to stack or tier the load balancers for multiple levelsif not.

© 2020 HPCC Systems®. All rights reserved
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System Sizings

This section provides some guidance in determining the sizing requirements for an initial installation of HPCC Sys-
tems. The following are some suggested configuration guides that can be helpful when planning your system.

Minimum Suggested Hardware

HPCC Systems was designed to run on common commodity hardware, and could function on even lesser hardware.
The following list is the suggested minimum hardware specifications. At the very minimum you should consider the
following hardware components for your HPCC Systems. These guidelines were put together based on real world
usage of mission critical (uptime) with high volume data.

Thor dave Processor 4 x 64-bit Intel Processor per
RAM 8GB per daemon
Storage RAID - 200MB/sec Sequential Read/Write per node
Network 1 Gb/sec bandwidth
Roxie Processor 4 x 64-bit Intel Processor
RAM 12GB per Roxie
Storage 400 10PS & 2 Volumes per (RAID optional)
Network 1 Gh/sec bandwidth
Dali Processor 4 x 64-bit Intel Processor each
RAM 24GB per Dali
Storage RAID 1, 5, 6, 10 VVolume 200GB
Other Processor 4 x 64-bit Intel Processor
RAM 12GB
Storage RAID 1, 5, 6, 10 VVolume 200GB
Network 1 Gb/sec bandwidth

© 2020 HPCC Systems®. All rights reserved
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Nodes-Software

All nodes must have the identical operating systems. We recommend all nodes have identical BIOS settings, and
packages installed. This significantly reduces variables when troubleshooting. It is easier to manage a system where
all nodes areidentical, but thisis not required.

Operating System Requirements

Binary installation packages are available for many Linux Operating systems. HPCC Systems platform requirements
are readily available on the HPCC Systems® Portal.

https.//hpccsystems.com/trai ning/documentati on/system-requirements

Dependencies

Installing HPCC Systems on your system depends on having required component packages installed on the system.
The required dependencies can vary depending on your platform. In some cases the dependencies are included in the
installation packages. In other instances the installation may fail, and the package management utility will prompt
you for the required packages. Installation of these packages can vary depending on your platform. For details of
the specific installation commands for obtaining and installing these packages, see the commands specific to your
Operating System.

Note: For CentOS installations, the Fedora EPEL repository isrequired.

© 2020 HPCC Systems®. All rights reserved
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SSH Keys

The HPCC Systems components use ssh keys to authenticate each other. Thisis required for communication between
nodes. A script to generate keys has been provided .Y ou should run that script and distribute the public and private
keys to al nodes after you have installed the packages on all nodes, but before you configure a multi-node HPCC
Systems platform.

» Asroot (or sudo as shown below), generate a new key using this command:

sudo /opt/ HPCCSyst ens/ sbi n/ keygen. sh
« Distribute the keys to all nodes. From the /home/hpcc/.ssh directory, copy these three files to the same directory
(/home/hpcc/.ssh) on each node:
e id rsa
e id_rsa.pub
e authorized keys

Make sure that files retain permissions when they are distributed. These keys need to be owned by the user "hpcc".

© 2020 HPCC Systems®. All rights reserved
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Hardware and Components

This section provides some insight as to what sort of hardware and infrastructure optimally HPCC Systems works
well on. Thisis not an exclusive comprehensive set of instructions, nor a mandate on what hardware you must have.
Consider this as a guide to use when looking to implement or scale your HPCC Systems platform. These suggestions
should be taken into consideration for your specific enterprise needs.

HPCC Systems is designed to run on commodity hardware, which makes building and maintaining large scale
(petabytes) clusters economically feasible. When planning your cluster hardware, you will need to balance a number
of considerations, including fail-over domains and potential performance issues. Hardware planning should include
distributing HPCC Systems across multiple physical hosts, such as a cluster. Generally, one type of best practiceisto
run HPCC Systems processes of a particular type, for example Thor, Roxie, or Dali, on a host configured specifically
for that type of process.

© 2020 HPCC Systems®. All rights reserved
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Thor Hardware

Thor slave nodes require a proper balance of CPU, RAM, network, and disk I/O in order to operate most efficiently.
A single Thor slave node works optimally when allocated 4 CPU cores, 8GB RAM, 1Gb/sec network and 200MB/
sec sequential read/write disk /0.

Hardware architecture can provide higher value within asingle physical server. In such cases you can use multi-slave
to configure your larger physical serversto run multiple Thor slave nodes per physical server.

It is important to note that HPCC Systems by nature is a parallel processing system and al Thor slave nodes will
be exercising at precisely the same time. So when allocating more than one HPCC Systems Thor slave per physical
machine assure that each slave meets the recommended requirements.

For instance, 1 physical server with 48 cores, 96GB RAM, 10Gh/sec network and 2GB/sec sequentia 1/0 would be
capable of running ten (10) HPCC Systems Thor slaves at optimal efficiency. The order of optimization for resource
usagein a Thor slave nodeis disk 1/0 60%, network 30%, and CPU 10%. Any increasein sequential 1/0 will have the
most impact on speed, followed by improvements in network, followed by improvementsin CPU.

Network architectureis also an important consideration. HPCC Systems Thor nodes work optimally in a streamlined
network architecture between al Thor slave processes.

RAID is recommended and al RAID levels suitable for sequential read/write operations and high availability are
acceptable. For example, RAID1, RAID10, RAIDS (preferred), and RAIDG.

© 2020 HPCC Systems®. All rights reserved
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Roxie Hardware Configurations

HPCC Systems Roxieprocessesrequirerequireaproper, yet different (from Thor) balance of CPU, RAM, network, and
disk I/0 in order to ensure efficient operations. A single HPCC Systems Roxie node works optimally when allocated
6 or more CPU cores, 24GB RAM, 1Gb/sec network backbone, and 400/sec 4k random read |OPS.

Each HPCC Systems Roxie node is presented two hard drives, each capable of 200/sec 4k random seek |OPS. Hard
drive recommendations for Roxie efficiency are 15K SAS, or SSD. A good rule of thumb is the more random read
|OPS the better and faster your Roxie will perform.

Running multiple HPCC Systems Roxie nodes on a single physical server is not recommended, except in the cases
of virtualization or containers.

Configure your system to balance the size of your Thor and Roxie clusters. The number of Roxie nodes should never
exceed the number of Thor nodes. In addition, the number of Thor nodes should be evenly divisible by the number of
Roxie nodes. This ensures an efficient distribution of file parts from Thor to Roxie.

© 2020 HPCC Systems®. All rights reserved
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Dali and Sasha Hardware Configura-
tions

HPCC Systems Dali processes store cluster metadatain RAM. For optimal efficiency, provide at |east 48GB of RAM,
6 or more CPU cores, 1Gb/sec network interface and a high availability disk for a single HPCC Systems Dali. The
HPCC Systems Dali processes are one of the few native active/passive components. Using standard "swinging disk"
clustering is recommended for a high availability setup. For a single HPCC Systems Dali process, any suitable High
Availability (HA) RAID level isfine.

Sasha only stores data to locally available disks, reading data from Dali then processing it by archiving workunits
(WUs) to disk. It is beneficial to configure Sashafor alarger amount of archiving so that Dali does not keep too many
workunits in memory. This requires alarger amount of disk space.

Allocating greater disk space for Sashais sound practice as configuring Sasha for more archiving better benefits Dali.
Since Sasha assists Dali by performing housekeeping, it works best when on its own node. Ideally, you should avoid
putting Sashaand Dali on the same node, because the node that runsthese componentsisextremely critical, particularly
when it comesto recovering from losses. Therefore, it should be asrobust as possible: RAID drives, fault tolerant, etc.

Sasha/Dali Interactions

A critical role of Sashaisin coalescing. When Dali shuts down, it saves its in-memory store to a new store edition
by creating a new dalisdsXXXX.xml, where XXX X is incremented to the new edition. The current edition is recorded
by the filename store. XXX X

An explicit request to save using dalidiag:
dalidiag . -save

The new editions, as per the above example are created the same way. During an explicit save, all changesto SDS are
blocked. Therefore al clients will block if they try to make any alteration until the save is complete.

There are some options (though not commonly used) that can configure Dali to detect quiet/idle time and force a save
in exactly the same way an explicit save request does, meaning that it will block any write transactions while saving.

All Dali SDS changes are recorded in a delta transaction log (in XML format) with a naming convention of dali-
incXXXX.xml, where XXX X is the current store edition. They are also optionally mirrored to a backup location. This
transaction log grows indefinitely until the storeis saved.

In the normal/recommended setup, Sashaisthe primary creator of new SDS store editions. It does so on aschedule and
according to other configuration options (for example, you could configure for a minimum delta transaction log size).
Sashareads the last saved store and the current transaction log and replays the transaction log over the last saved store
to form a new in-memory version, and then saves it. Unlike the Dali saving process, this does not block or interfere
with Dali. In the event of abrupt termination of the Dali process (such as being killed or a power loss) Dali uses the
same delta transaction log at restart in order to replay the last save and changes to return to the last operationa state.

© 2020 HPCC Systems®. All rights reserved
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Other HPCC Systems Components

ECL Agent, ECLCC Server, DFU Server, the Thor master, and ECL Watch are administrative processes which are
used for supporting components of the main clusters.

For maximum efficiency you should provide 24GB RAM, 6+ CPU cores, 1Gb/sec network and high availability
disk(s). These components can be made highly available in an active/active fashion.

© 2020 HPCC Systems®. All rights reserved
21



HPCC Systems® Administrator's Guide
Routine Maintenance

Routine Maintenance

In order to ensure that your HPCC Systems platform keeps running optimally, some care and maintenance is required.
The following sections address routine maintenance tasks for your HPCC Systems platform.

© 2020 HPCC Systems®. All rights reserved
22



HPCC Systems® Administrator's Guide
Routine Maintenance

Data Handling

When you start working with your HPCC Systems platform, you will want to have some data on the system to process.
Data gets transferred to the HPCC Systems platform by a process called a spray. Likewise to get data out from an
HPCC Systems platform it must be desprayed.

AstheHPCC Systemsplatform isacomputer cluster the data gets deployed out over the nodesthat make up the cluster.
A spray or import is the relocation of a data file from one location (such as a Landing Zone) to a cluster. The term
spray was adopted due to the nature of the file movement -- the file is partitioned across all nodes within a cluster.

A despray or export is the relocation of adatafile from a Data Refinery cluster to a single machine location (such as
alLanding Zone). The term despray was adopted due to the nature of the file movement -- the fileis reassembled from
its parts on all nodes in the cluster and placed in a single file on the destination.

A Landing Zone (or drop zone) is a physical storage location defined in your system's environment. There can be
one or more of these locations defined. A daemon (dafilesrv) must be running on that server to enable file sprays and
desprays. You can spray or despray some files to your landing zone through ECL Watch. To upload large files, you
will need atool that supports the secure copy protocol, something like a WinSCP.

For more information about HPCC Systems data handling see the HPCC slstems® Data Handling and the HPCC
a/stems® Data Tutorial documents.

Back Up Data

Anintegral part of routine maintenance is the backup of essential data. Devise a backup strategy to meet the needs of
your organization. This section is not meant to replace your current backup strategy, instead this section supplements
it by outlining special considerations for HPCC Systems®.

Backup Considerations

Y ou probably aready have some sort of a backup strategy in place, by adding HPCC &/stems® into your operating
environment there are some additional considerations to be aware of. The following sections discuss backup consid-
erations for the individual HPCC Systems components.

Dali

Dali can be configured to create its own backup. It is strongly recommended that the backup be kept on a different
server or node for disaster recovery purposes. Y ou can specify the Dali backup folder location using the Configuration
Manager. Y ou may want to keep multiple generations of backups, to be able to restore to a certain point in time. For
example, you may want to do daily snapshots, or weekly.

You may want to keep backup copies at a system level using traditional methods. Regardless of method or scheme
you would be well advised to backup your Dali.

Y ou should try to avoid putting Dali, Sasha, and even your Thor Master on the same node. Ideally you want each of
these components to be on separate nodes to not only reduce the stress on the system hardware (allowing the system
to operate better) but also enabling you to recover your entire environment, files, and workunitsin the event of aloss.
In addition it would affect every other Thor/Roxie cluster in the same environment if you lose this node.

Sasha

Sashaisthe component that doesthe SDS coalescing. It isnormally the sole component that creates new store editions.
It's also the component that creates the X REF metadata that ECLWatch uses. Be aware that Sasha can create quite a
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bit of archive data. Once the workunits are archived they are no longer available in the Dali data store. The archives
can still be accessed through ECL Watch by restoring them to Dali.

If you need high availability for archived workunits, you should back them up at a system level using traditional
backup methods.

DFU Server

DFU Server has no data. DFU workunits are stored in Dali until they are archived by Sasha.

ECLCC Server

ECLCC Server stores no data. ECL workunits are stored in Dali and archived by Sasha.

ECL Agent

ECL Agent stores no data.

ECL Scheduler

ECL Scheduler stores no data. ECL Workunits are stored in Dali.

ESP Server

ESP Server stores no data. If you are using SSL certificates, public and private keys they should be backed up using
traditional methods.

Thor

Thor, the data refinery, as one of the critical components of HPCC Systems® needs to be backed up. Backup Thor by
configuring replication and setting up a nightly back up cron task. Backup Thor on demand before and/or after any
node swap or drive swap if you do not have a RAID configured.

A very important part of administering Thor isto check thelogsto ensure the previous backups completed successfully.
Backupnode

Backupnode is atool that is packaged with HPCC Systems platform. Backupnode allows you to backup Thor nodes
on demand or in ascript. You can also use backupnode regularly in a crontab or by adding a backupnode component
with Configuration Manager to your environment. Y ou would always want to run it on the Thor master of that cluster.

The following example is one suggested way for invoking backupnode manually.

/bin/su - hpcc -c "/opt/HPCCSyst ens/ bi n/start_backupnode thor" &

The command line parameter must match the name of your Thor cluster. In your production environment, it is likely
that you would provide descriptive names for your Thor clusters.

For example, if your Thor cluster is named thor400 _7s, you would call start_backupnode thor400_7s.

/bin/su - hpcc -c "/opt/HPCCSyst ens/ bi n/ start _backupnode t hor400_7s" &
Backupnode run regularly

To run backupnode regularly you could use cron. For example, you may want a crontab entry (to backup thor400_7s)
set to run at 1lam daily:
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01* * * [bin/su - hpcc -c "/opt/HPCCSyst ens/ bi n/ start_backupnode thor400_7s" &
Backupnode writes out its activity to alog file. That log can be found at:
Ivar/log/HPCCSystems/backupnode/MM_DD_YYYY_HH_MM_SS.log

The (MM) Month, (DD) Day, (YYYY) 4-digit Year, (HH) Hour, (MM) Minutes, and (SS) Seconds of the backup
comprising the log file name.

The main log file exists on the Thor master node. It showswhat nodesit isrun on and if it finished. Y ou can find other
backupnode logs on each of the Thor nodes showing what files, if any, it needed to restore.

It isimportant to check the logs to ensure the previous backups completed successfully. The following entry is from
the backupnode log showing that backup completed successfully:

00000028 2014-02-19 12:01: 08 26457 26457 "Conpleted in OmOs with O errors"
00000029 2014-02-19 12:01: 08 26457 26457 "backupnode fi ni shed"

Roxie
Roxie datais protected by three forms of redundancy:

» Original Source Data File Retention: When a query is published, the datais typically copied from aremote site,
either a Thor or a Roxie. The Thor data can serve as backup, provided it is not removed or atered on Thor. Thor
dataistypicaly retained for a period of time sufficient to serve as a backup copy.

» Peer-Node Redundancy: Each Slave node typically has one or more peer nodes within its cluster. Each peer stores
acopy of datafilesit will read.

» Sibling Cluster Redundancy: Although not required, Roxie may run multiple identically-configured Roxie clus-
ters. When two clusters are deployed for Production each node has an identical twin in terms of queries and/or data
stored on the node in the other cluster. This configuration provides multiple redundant copies of data files. With
three sibling Roxie clustersthat have peer node redundancy, there are always six copies of each file part at any given
time; eliminating the need to use traditional backup procedures for Roxie datafiles.

Landing Zone

The Landing Zoneis used to host incoming and outgoing files. This should be treated similarly to an FTP server. Use
traditional system level backups.

Misc

Backup of any additional component add-ons, your environment files (environment.xml), or other custom configura-
tions should be done according to traditional backup methods.
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Log Files

HPCC Systems provides a wealth of information which can be used to debug, track transactions, application perfor-
mance, and troubleshooting purposes. Y ou can review HPCC Systems messages as they are reported and captured in
thelog files. Log files can help you in understanding what is occurring on the system and useful in troubleshooting.

Component Logs

HPCC Systems component files are written to /var /log/HPCCSystems (default location). Y ou can optionally config-
ure your HPCC Systems to write the logs to a different directory. Y ou should know where the log files are, and refer
to the logs first when troubleshooting any issues.

You can find the log files in subdirectories named corresponding to the components that they track. For example, if
you have a Thor cluster named 'mythor" its logs would be found in a subdirectory named 'mythor".

In each of thecomponent subdirectories, thereare several logfiles. Most of thelog filesuse alogical naming convention
that includes the component name and timestamp in the name of the log file. There is aso usudly a link for the
component with a simple name, such as esp.log which isashort cut to the latest current log file for that component.

Understanding the log files, and what is normally reported in the log files, helps in troubleshooting HPCC Systems
clusters.

As part of routine maintenance you may want to backup, archive, and remove the older log files. Some log files can
grow quite large and you should be mindful of available disk space where the system writes out its log files. It could
prove to be helpful to separate your log file directory from your OS or component file system.

The Log Fields

Thelog files of al major HPCC Systems components provide specific information relative to each component. The
information that getslogged is configurable. HPCC Systems component logs follow aformat defined in the environ-
ment.conf file logfields setting. Optionally you can configure to report additional information.

By default, the logs are configured to report the following columns: TIM, DAT, MLT, MID, PID, TID, COD, QUO,
PFX

MID Message |D
DAT Date

TIM Time

MLT MilliTime

PID Process ID

TID Thread ID

PFX Prefix (not output on all messages)

QUO Quoted message. The actual message reported.
COD Code

Below is an example ESP log entry from /var/log/HPCCSystems/myesp/esp.log (based on the stock default logfields
setting):

O00001EE 2018-08-29 15:00: 46. 653 17746 17775
"TxSummar y[ act i veReqs=2; cont Len=- 1; r cv=2ns; user =@27. 0. 0. 1; req=CET wsdfu;total =3ns;]"
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For more information about configuring the log file contents see the environment.conf section.

Accessing Log Files

Y ou can access and view the log files directly by going to the component log directory from a command prompt or a
terminal application. Y ou can aso view the component log files through ECL Watch.

To view logs on ECL Watch, click on the Operations icon, then click on the System Serverslink. That opens the
System Serverspagein ECL Watch. Thereare several HPCC Systems componentslisted on that page. Inthe Directory
column for each component there is a computer driveicon. Click the icon in the row for the component log you wish
to view.

Figure4. Logsin ECL Watch

HPCC Platform #& = .

Disk Usage Target Clusters Cluster Processes “.-'u_'.rsten'l Servers| Parmissions Resources
- Reset :
System Servers "‘
| Name Queuws Computer Network Address I;
DALI Servers ‘
# | mydali locahost 10,239.219.2: 7070500 = R jvar/ .-'HF'F*"

DFLU Servers

o mydfuserver dfusarver_gueusa localhost 10.239.219.2

Drop Fones

You can aso view log files from the other links under the Operationsicon in ECL Watch.
1. Click onthe Target Clusterslink to open the tab with links to your system'’s clusters.

2. Click on the computer drive icon (circled in red in the above figure), in the row of the cluster and node of the
component log you wish to view.

To view cluster process logs:
1. Click onthe Cluster Processes link to open the tab with links to your system's clusters processes.
2. Click on the cluster process you wish to view more information about.

For example, click on the myroxie link. You will then see a page of all that components nodes. Y ou will see
computer driveicon, in the row of each node. Click that icon to see the logs for the cluster process for that node.

Log files in ECL Workunits

You can aso access the Thor or ECL Agent log files from the ECL Workunits. (not available for Roxie workunits)
In ECL Watch when examining the Workunit details, you will see a Helperstab. Click on the Helperstab to display
therelevant log files for that particular workunit.
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Figure5. Logsin ECL Watch Workunits

HPCC Platform & = #. =

| Workunits | Playgnound

Workunits | W20140522-152504 = W20140522-152556 =

4 | igh W20140522-152504 | Variables (5} | Ounputs (8) Inputs Tumers (44) | Graphs (1) | WorkRaws | L Queries Qe:uuﬁ&lperi (= N

Flayg
Helpears )
& Refresh Open | Download: Zip GZip
' Description File
pe P
ECL

il LI Al

2643
(A10.239.219.2/mnt/disk ] fvanlibHPCCSystems/ myeclccsenver IBW20140522-152504.50

1
(F10.239.219.2/mnt/disk ] fvarlogHPCCSystems /mythor thormaster 2014_05_22_log

EclageniLog

Tho 'EIE""E Igg

1364
10,239,219 2/mnt/disk ] fvarflogHPCCSystems /myeclagent/eclagent 2004_05_22 log

50
hor. 2014_05_22 log (slave 1 of 1)
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Preflight

The first step in certifying that the platform is installed and configured properly is to run a preflight check on the
components. This ensuresthat all machines are operating and have the proper executables running. This also confirms
there is adequate disk space, available memory, and acceptable available CPU % values.

» Open ECL Watch in your browser using the following URL.:

http://nnn.nnn.nnn.nnn:pppp (wherennn.nnn.nnn.nnn isyour ESP Server'sIP Addressand pppp istheport.
Thedefault port is 8010)

Note: That your IP address could be different from the ones provided in these figures. Please use the
& I P address provided by your installation.
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Preflight System Servers

1. Click onthe Operationsicon then click on the System Serverslink.

Figure 6. System Serverslink

A ECL Watch & = .

Topology Disk Usage Target Clusters Cl

System Servers ‘

(% Refresh | Open Configuration Preflight ~ |

[s] Informational Logs Name
Audit Log Component Log
¢ - Dalis

A screen similar to the following displays.

Figure 7. System Serverspage

SYSTEM Servers
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Audit Log Component Lot
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¥ = DfuServers

¥ | DropZones
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¥ | SashasServers

¥ - SparkThors
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2. Expand the folder for the System Server then check the box next to the desired component(s).

Figure 8. Select System Servers

System Servers

o

() Refresh @ Preflight ~ D*

-

=[] Inform s Name Queu

Audit Log Component Log

i E Dalis

a E DfuServers

4 [ DropZones

4 [ EclAgents

R —

With the servers selected, the preflight action button activates and you can pressit to display the preflight options.
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3. Check or uncheck any desired options then Press the Submit button to start preflight.

Figure 9. Submit
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-
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Auto Refresh: v
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i Auto Refresh Increment: 5
21 -Ec
{’Q] . Ec Warn if CPU usage is over: 95
l%f I warn if available memaory is under: 95
3 - Tk
) x
¢D1 - EC

warn if available disk space is under:

nodelc0101

1 - EclAgentProcess - eclagent

EXPECTED RESULTS:

After pressing Submit, a screen similar to the following displays.

Figure 10. System Component | nfor mation

Topology  Disk Usage  Targer Clusters  Cluster Processes  Syslern Servers | Securdty  Momitodng  Dynamec ESDL  Log Visualization

System Servers Machine Information

Praflsght Results

) Refresh
[Location Companent Conditlon  State  Frocesses Down  Computer Up Time  Physical
10,19 080 41 fvar/lib/HPCCSystems,/mydali/ Dali Server{mydali] Normal Ready 4 days, 2306 TGS
10,1 11 fvarlibHPCCSystems /mydfuserver  Dfu Serverfmydfuserver] Normal Ready 4 days, 23:06 TER
4 days, 2306 Tl

10 P VR0 01 fearTibHPCCSystems /mypeclagent Agent Exec[myeclagent] Marmal Ready
140.1 Ll L 5
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This screen displays information about the sel ected system components. This information indicates whether the com-
ponents are actually running appropriately. The resulting page shows useful information about each component. The
component name, location, condition, the component state, how long the component has been up and running, the
amount of disk usage, memory usage and other information is available at a glance.

If there are any alerts, the component(s) are highlighted, indicating they require further attention.

For example, the following image indicates there is an issue with the DFU Server.

Figure 11. System Server Alert

Topology Disk Usage Targer Clusters  CIuster ProCesses  Syslem Servery I Dynamic ESOL  Log Visualization
SEDEM SEM0ETs Maching Infarmarion
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em s/ myeclagent, Agent Exec[mysclagent] Normal Ready 5 days, 3:03 8%

F ems/myeclccserver,” Ecl CC Serverimyeclccsercer) Mormal Ready 5 days, 3.03 8%
ar ik HP s/myeclschedu...  Ecl Schedulermyeclicheduler) Normial Ready 5 days, 3.03 2%
¥ Esplmyespl N 5 days, 3.03 81%

FT Slave|myfrslave]
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Preflight Target Clusters

Use the Target Clusterslink to preflight all your clusters.

1. Click onthe Operationsicon then click on the Target Clusterslink.

Figure 12. Target ClustersLink

System Servers Secld

Target Clusters; ‘ Tarte

() refresh | Ope;1£cnf:g!.|'ati0:1| Preflight ~

[¢] [ Name Node
] 4 hthor_160
[+4] 10.173.160.101 - EclCCServerProcess... | nodel&0101

= 10.173.160.101 - EclAgentProcess - ec... nodel60101

[¢2] 10.173.160.101 - EclSchedulerProcess... nodel&0101

] 4 roxie_160

[+4] 10.173.160.1 - RoxieCluster - roxie_160 nodel&0001

This displays a detailed listing of al your systems' Clusters.
2. Click on the select al check box, in the top row on the left side, to select al of the target clusters.

Optionally, you can just check the box(es) next to only the cluster(s) you want to preflight. If you chooseto preflight
all Target Clusters, you do not need to preflight Thor and Roxie separately as detailed bel ow.

With the clusters selected, the preflight action button activates and you can pressit to display the preflight options.
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Figure 13. Select Target Clusters

A ECL Watch & = ¢, [
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nodel1&0101

nodel&0103

3. Select or de-select any desired options, then press the Submit button at the bottom to start preflight.
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Figure 14. Submit
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NOTE: Depending on the size of your system, there could be a slight delay in displaying the results.

EXPECTED RESULTS:

After pressing Submit, a screen similar to the following should display.
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Figure 15. Target Cluster Information
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Preflight Thor

1. Click onthe Operationsicon then click on the Cluster Processeslink.

Figure 16. Cluster Processes Link

A ECL Watch & = .
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2. Expand the Thor cluster by clicking on the arrow next to the Thor Cluster link.

Figure 17. Thor Cluster link

Clusters |
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|§| @ ThorCluster - th
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3. Check the box next to any individual nodes to examine or check the Select All checkbox in the first row.
4. With the systems selected, the preflight action button activates and you can pressit to display the preflight options.

5. Select or de-select any desired options, then press the Submit button at the bottom to start preflight.

© 2020 HPCC Systems®. All rights reserved
38



HPCC Systems® Administrator's Guide
Preflight

Figure 18. Submit
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EXPECTED RESULTS:

After pressing Submit, a screen similar to the following displays.

Figure 19. Cluster Processresults
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This displays information on your selected cluster(s). Thisinformation can help to indicate if everything is operating
normally or can help to point out any potential concerns.
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If there are any notable alerts, they are highlighted. The alerts usually require some additional attention.
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Preflight the Roxie Cluster

1. Click onthe Operationsicon then click on the Cluster Processeslink.

Figure 20. Cluster Processes Link
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2. Expand the Roxie cluster by clicking on the arrow next to the RoxieCluster link.

Figure 21. RoxieCluster link
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3. Check the box next to any individual nodes to examine or check the Select All checkbox in the first row.
4. With the systems selected, the preflight action button activates and you can pressit to display the preflight options.

5. Select or de-select any desired options, then press the Submit button at the bottom to start preflight.
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Figure 22. Submit
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EXPECTED RESULTS

After pressing Submit, a screen similar to the following should display.

Figure 23. Roxie system infor mation
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This indicates whether the Roxie nodes are running, and some additional information about them.

If there are any notable aerts, they are highlighted. The alerts usually require some additional attention.
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System Configuration and
Management

HPCC Systemsrequire configuration. The Configuration Manager tool (configmgr) included with the system software
isavaluable piece of setting up your HPCC Systems platform. The Configuration Manager isagraphical tool provided
that can be used to configure your system. Configuration Manager has awizard that you can run which will easily gen-
erate an environment file to get you configured, up and running quickly. Thereis an advanced option avail able through
Configuration Manager which allows for a more specific configuration, while still using the graphical interface. If
desired you can edit the environment files using any xml or text editor however the file structure must remain valid.
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Figure 24. Sample Production Configuration
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Configuration Manager is the utility with which we configure the HPCC Systems® platform. The HPCC Systems
platform's configuration is stored in an XML file named environment.xml. Once you generate an environment (xml)
file, it gets saved into a source directory (default is /etc/HPCCSystems/sour ce). You then need to stop the system
to copy it into the active HPCC Systems directory, then distribute it into place on to each node and restart the HPCC
Systems platform. At no time during configuration do you work on the live environment file.

When you install the HPCC Systems package, a default single-node environment.xml fileis generated. After that, you
can use the Configuration Manager to modify it and/or create a different environment file to configure components,
or add nodes. There is a Configuration Manager wizard to help create an environment file. Give any environment
file you create a descriptive name that would indicate what it is for in the source. For example, you might create an
environment without a Roxie, you could call that file environmentNoRoxie.xml.
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Y ou would then copy the new configuration file you generate from the source directory to the /etc/HPCCSystems
directory. Rename the file to environment.xml, and restart the system in order to reconfigure your system.

Configuration Manager also offers an Advanced View which allows more granularity for you to add instances of
components or change the default settings of components for more advanced users. Even if you plan to use the Ad-
vanced View, it isagood ideato start with awizard generated configuration file and use Advanced View to edit it.

More information and specific detailsfor each Configuration Manager component and attributes of those components
isdetailed in Using Configuration Manager.
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Running the Configuration Manager

This section will guide you through configuring an HPCC Systems environment using the Configuration Manager.

The HPCC Systems package should aready beinstalled on ALL nodes.
Y ou can use any tool or shell script you choose.

1. SSH toanodein your environment and login as a user with sudo privileges. We would suggest that it would be the
first node, and that it is a support node, however that is up to your discretion.

2. Start the Configuration Manager service on the node (again we would suggest that it should be on a support node,
and further that you use the same node to start the Configuration Manager every time, but thisis also entirely up
to you).

sudo / opt/ HPCCSyst ens/ sbi n/ confi gngr

3. Using aWeb browser, go to the Configuration Manager's interface;

http://<ip of installed systenp: 8015
The Configuration Manager startup wizard displays.

There are different waysto configure your HPCC Systems platform. Y ou can use the Gener ate environment wizard
and use that environment or experienced users can then use the Advanced View for more specific customization.
There is also the option of using Create blank environment to generate an empty environment that you could then
go in and add only the components you would want.
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Environment Wizard

1. To usethe wizard select the Gener ate new environment using wizard button.
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2. Provide aname for the environment file.

Thiswill then be the name of the configuration XML file. For example, we will name our environment NewEnvi-
ronment and this will produce a configuration XML file named NewEnvironment.xml that we will use.

3. Press the Next button.

Next you will need to define the I P addresses that your HPCC Systems platform will be using.
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4. Enter the IP addresses or hostname(s).

IP Addresses can be specified individually using semi-colon delimiters. Y ou can also specify arange of IPs using
ahyphen (for example, nnn.nnn.nnn.x-y). In the image below, we specified the | P addresses 10.239.219.1 through
10.239.219.100 using the range syntax, and also asingle IP 10.239.219.111.

Anamaattadien SR, B a5 oo Oceat,  an

HPCC Systems

\l

Environment setup

Welcome to wizard mode!

Define IP Addresses andfor hostnames for the environment being configured.
IP Address format: 0 00 X0

192.168.56.1-125;192.168.56.128; MyHostName;|

e -

JV W Wperwy wivew Y

5. Pressthe Next button.

Now you will define how many nodes to use for the Roxie and Thor clusters.
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IPEUY.L L NP ERTE
R

6. Enter the appropriate values as indicated.

HPCC Systems

Environment setup

Enter number of nodes for Roxie and Thor clusters. No RoxieThor cluster vl
be generated for zero (0) number of nodes.

Number of support nodes 2

j Mumiber of nodes for Roxie cluster 0

Mumber of slave nodes for Thor cluster

i { A Thor Master will be added to the cluster and assigned to a 100
{

support node)

Number of Thor slaves per node (default 1) 1

Enable Roxie on demand ﬁ

i Cancal i.

Number of support nodes: Specify the number of nodesto use for support components. The default is 1.
Number of nodes for Roxie Specify the number of nodes to use for your Roxie cluster. Enter zero (0) if
cluster: you do not want a Roxie cluster.

Number of slave nodes for Specify the number of slave nodesto useinyour Thor cluster. A Thor master
Thor cluster nodewill be added automatically. Enter zero (0) if you do not want any Thor

slaves.

Number of Thor slaves per Specify the number of Thor slave processesto instantiate on each slave node.
node (default 1) Enter zero (0) if you do not want a Thor cluster.

Enable Roxie on demand Specify whether or not to allow queries to be run immediately on Roxie.

(Default istrue)
7. Pressthe Next button

The wizard displays the configuration parameters.
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8. Pressthe Finish button to accept these values or press the Advanced View button to edit in advanced mode.

/f"“'\«/“\/t\wwxmmf\ww—_—#«uﬂ

| HPCC Systems

Component/Esp Services BuildSet Met Addresses/Po ‘

192.168.56.8.192.168.56

68.56.10,192.168.56.11..

56.12,192.168.56.13,192

14.192.168.56.15,192.16

myroxie roxie 192.168.56.17.192.168.5
.168.56.19,192.168.56.2|

8.56.21,192.168.56.22.1!

6.23.192.168.56.24,192..

5,192.168.56.26,192.168

mydali dali 192.168.56.2
mydfuserver dfuserver 192.168.56.3
myeclccsenver eclccsenver 192.168.56.5
myesp esp 192.168.56.1
myeclagent eclagent 192.168.56.4

192.168.56.1,192.168.56
68.56.3,192.168.56.4.19:
5.192.168.56.6,192.168.!
158.56.8,192.168.56.9,1!
6.10,192.168.56.11,192.
2.192.168.56.13,192.164
92.168.56.15,192.168.56

Cancel Back | Advanced

Click and drag to resize -

Y ou will now be notified that you have completed the wizard.

AL A ATAA A

Successfully generated the file
NewEmdronment xmil

At this point, you have created a file named NewEnvironment.xml in the /etc/HPCCSystems/sour ce directory
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Keep in mind, that your HPCC Systems configuration may be different depending on your needs. For
example, you may not need a Roxie or you may need several smaller Roxie clusters. In addition, in a
production [ Thor] system, you would ensure that Thor and Roxie nodes are dedicated and have no other
processes running on them. This document is intended to show you how to use the configuration tools.
Capacity planning and system design is covered in atraining module.
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Distribute the Configuration
1. Stop the HPCC Systems platform.
If it isrunning stop the HPCC Systems platform (on every node), using a command such as this:
sudo systenttl stop hpccsystens-pl atformtarget

Note:  You may have a multi-node system and a custom script such as the one illustrated in Appendix of the
Installing and Running the HPCC Systems Platform document to start and stop your system. If that
is the case please use the appropriate command for stopping your system on every node.

2 Be sure the HPCC Systems platform is stopped before attempting to copy the environment.xml file.

2. Back up the original environment.xml file.

# For exanpl e
sudo -u hpcc cp /etc/HPCCSyst ens/ envi ronment. xml /et c/ HPCCSyst ens/ sour ce/ envi r onnment - dat e. xmi

Note:  Thelive environment.xml fileislocated in your /etc/HPCCSystems/ directory. Configuration Manager
works on files in /etc/HPCCSystems/sour ce directory. You must copy from this location to make an
environment.xml file active.

Y ou can a so choose to give the environment file a more descriptive name, to help differentiate any differences.
Having environment files under source control is a good way to archive your environment settings.

3. Copy the new .xml file from the source directory to the /etc/HPCCSystems and rename the file to environment.xml

# for exanple
sudo -u hpcc cp /etc/HPCCSyst ens/ sour ce/ NewEnvi ronnent . xm /et ¢/ HPCCSyst ens/ envi r onnment . xmi

4. Copy the /etc/[HPCCSystems/environment.xml to the /etc/HPCCSystems/ on to every node.

Y ou may want to use ascript to push out the XML fileto all nodes. See the Example Scripts section in the Appendix
of the Installing and Running the HPCC Systems platform document. Y ou can use the scripts as a model to
create your own script to copy the environment.xml file out to al your nodes.

5. Restart the HPCC Systems platform on all nodes.
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Environment.conf

Another component of HPCC Systems configuration is the environment.conf file. Environment.conf contains some
global definitions that the configuration manager uses to configure the HPCC Systems. In most cases, the defaults
are sufficient.

WARNING: These settings are essential to proper system operation. Only expert level HPCC Systems
& administrators should attempt to change any aspects of thisfile.

By default the environment.conf file islocated:

/ et ¢/ HPCCSyst ens

Environment.conf is required upon startup of the HPCC Systems platform. The environment.conf is where the HPCC
Systems environment file is defined.

[ opt / HPCCSyst ens/ envi r onment . xmi

Thisis aso where the working path is defined.

pat h=/ opt / HPCCSyst ens

The working path is used by several aspects of the application, changing this could cause needless complications. By
default the application installs there, and sets many resources to that as well.

The default envrionment.conf:

## Default environnent configuration file for OpenHPCC

[ DEFAULT]

confi gs=/ et c/ HPCCSyst ens

pat h=/ opt / HPCCSyst ens

cl asspat h=/ opt / HPCCSyst ens/ cl asses

runti me=/var/|i b/ HPCCSyst ens

| ock=/ var /| ock/ HPCCSyst ens

# Supported | ogging fields:

# AUD, CLS, DET, M D, TI M DAT, PI D, Tl D, NOD, JOB, USE, SES, COD, M_T, MCT, NNT, COM QUO, PFX, ALL, STD
| ogfi el ds=TI MrDAT+M_T+M D+PI| D+T| D+COD+QUO+PFX

pi d=/ var/ r un/ HPCCSyst ens

| og=/ var /| og/ HPCCSyst ens

user =hpcc

gr oup=hpcc

#umask=022

#ni ce=0

honme=/ hone

envi ronnent =envi r onnent . xm

sour cedi r =/ et ¢/ HPCCSyst ens/ sour ce

bl ocknane=HPCCSyst ens

interface=*

# enabl e epol|l nmethod for notification events (true/false)
use_epol | =t rue

# al | ow kernel pagecache flushing where enabl ed (true/false)
al | ow_pgcache_f | ush=true

# report UDP network stats

udp_st at s=true

mpSt art =7101

nmpEnd=7500

mpSoMvaxConn=128

npTr aceLevel =0
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# enable SSL for dafilesrv renpte file access

# (SSLNone/fal se | SSLOnly/true | SSLFirst | UnsecureFirst)

# Enabling requires setting the HPCCPassPhrase, HPCCCertFile, and HPCCPri vat eKeyFil e val ues
#df sUseSSL=SSLNone

#Specify | ocation of HPCC PKI public/private key files

# note: if HPCCPassPhrase specified it nmust be encrypted
#HPCCPassPhr ase=

#HPCCCer ti fi cat eFi | e=/ honme/ hpcc/ . ssh/ cert. cer

#HPCCPubl i cKeyFi | e=/ honme/ hpcc/ . ssh/i d_rsa. pub

#HPCCPr i vat eKeyFi | e=/ hone/ hpcc/ . ssh/id_rsa

j vmopt i ons=- XX: - UsePer f Dat a

#0Options to enabl e renote debuggi ng of Java service or application

#j vopt i ons=- XX: - UsePer f Dat a - agent| i b: j dwp=t ransport=dt_socket, server =y, suspend=n, addr ess=2000
#JINI _PATH=/ absol ute/ path/to/alternative/libjvm so

Al t hough HPCC pl at form i ncl udes plugins for both Python2 and Pyt hon3,
only one may be safely enabled at a tinme

as the Python libraries export the sane synbols for both versions.
Enabl i ng both may | ead to unpredi catable results

i ncl udi ng segfaults or undefined synmbol errors.

If you would prefer to use python 2 and disabl e python3, change the line below to read
addi ti onal Pl ugi ns=pyt hon2

Mil tiple paths can be specified (separate with :, or ; on Wndows).
Rel ative paths are assuned to be relative to /opt/HPCCSystens/versi oned
addi ti onal Pl ugi ns=pyt hon3

HHHFHHHHFHHEHHR

# To en-/di sabl e Drop Zone restriction.

# Default is enabled (true).

useDr opZoneRestri cti on=true

# If set, will force matching local file paths to becone renpte reads, e.g:
#f or ceRenot ePat t er n=/ var/ | i b/ HPCCSyst ens/ hpcc- dat a/ ecl agent / *

# Dafilesrv: default client side connection settings (NB: O = di sabl e/use system defaul ts)
#daf sConnect Ti neout Seconds=100

#daf sConnect Ret ri es=2

#daf sMaxRecei veTi neSeconds=0

# Dafilesrv: set to change nunber of seconds before retrying an unresponsive dafil esrv connection
# (default 10 seconds)

# NB: for nowthis only applies to the |ast cached server

#daf sConnect Fai | Ret r ySeconds=10

The default environment.conf file includes several comments and explanations for many of the values defined in it.

Path considerations

Most of the directories are defined as absol ute paths:

confi gs=/ et c/ HPCCSyst ens

pat h=/ opt / HPCCSyst ens

cl asspat h=/ opt / HPCCSyst ens/ cl asses
runti me=/var/|i b/ HPCCSyst ens

| ock=/ var /| ock/ HPCCSyst ens

The HPCC Systems platform will not run properly without the proper paths, and in some cases needs the absolute
path. If a process or component can't find a path you will get an error message such as the following:

"There are no conponents configured to run on the node..."
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If the path changes from HPCCSystems, it does NOT change in the environment.xml file. Any changeswould require
manually modifying the environment.xml file.

Thelog file, hpcc-init.log is written to the HPCCSystems path.

The logfields Setting

The logfields setting declares the fields to include in the component logs. Y ou can customize which fields appear in
your logs based on your business needs.

The syntax to use for logfields is to include the desired columns with a plus (+) sign, and use the minus (-) to specify
any columnsto exclude. For example, if you wanted to use the STD columns and exclude PFX, you could enter:

| ogfi el ds=TI MtDAT+M_T+M D+PI D+Tl D+COD+QUO

or

| ogfi el ds=STD- PFX

The following table reflects al the available logging fields in the order in which they are written to the log file.

AUD Audience: (Operator | User | Monitor | Performance | In-
ternal | Programmer | Legacy | Audit)

CLS Class: (Disaster | Error | Warning | Information | Progress
| Legacy | Event | Unknown | All)

DET Detail (unsigned int)

MID Message ID (unsigned int)

TIM Time: POSIX.2-1992 and by 1SO C99 (%H:%M :%S)

DAT Date: 1SO 8601 format (%Y -%m-%od)

MCT MicroTime: %02d:%02d:%02d.%606d

MLT MilliTime: 9%02d:%602d:%02d.%603d

PID Process ID (unsigned int)

TID Thread ID (unsigned int)

SES Session ID (unsigned int64)

NOD Node (local endpoint url)

JOB Job ID (unsigned int64)

USE User ID (unsigned int64)

COM Component (unsigned int)

QUO Quote (message)

COD Code (int)

PFX Prefix: Error or Warning

The following are logfield macros which provide a bundled group of columns:

ALL Include All available logfields

STD Only Include standard logfields: TIM, DAT, MLT, MID,
PID, TID, COD, QUO, PFX
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Using nice

The HPCC Systems platform supports nice-based priorities using the nice Linux utility which invokes scripts and
programs with specified priorities. The priority assigned to a processindicatesto the CPU to provide more or lesstime
than to other processes. A nice value of -20 isthe highest priority, and avalue of 19 isthe lowest.

The default environment.conf file is delivered with the nice value disabled. If you wish to use nice to prioritize HPCC
Systems processes, you need to modify the environment.conf file to enable nice. You can also adjust the nice value
in environment.conf.

Other Environment.conf items

Some other items used by or referred to in environment.conf.

Use_epoll  Itisanevent mechanism to achieve better performancein more demanding applicationswhere number
of watched file descriptorsislarge.

Logfields Categoriesavailable to belogged. These consist of Time(TIM), Date(DAT), Process 1D (PID), Thread
ID (TID), etc.

Interface In the default environment.conf there is avalue for interface. The default value for that is:

i nterface=*

Thedefault value of * assignstheinterfaceto an openip address, in any order. Specifying an interface,
such as Eth0, will assign the specified node as the primary.

Remote Access over TLS

Configuring your system for remote file access over Transport Layer Security (TLS) requires modifying the dafilesrv
setting in the environment.conf file.

To do this either uncomment (if they are already there), or add the following lines to the environment.conf file. Then
set the values as appropriate for your system.

#enabl e SSL for dafilesrv renpte file access
df sUseSSL=t r ue

df sSSLCertFil e=/certfilepath/certfile

df sSSLPri vat eKeyFi | e=/ keyfi | epat h/ keyfile

Set the dfsUseSSL =true and set the value for the paths to point to the certificate and key file paths on your system.
Then deploy the environment.conf file (and cert/key files) to al nodes as appropriate.

When défilesrv is enabled for TLS (port 7600), it can still connect over a non-TLS connection (port 7100) to allow
legacy clientsto work.
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Configuring HPCC Systems® for Au-
thentication

This section details the steps to configure your HPCC Systems platform to use authentication. There are currently a
few waysto use authentication with your HPCC Systems platform: simple htpasswd authentication, LDAP, or another
plugin security method.

The htpasswd authentication method is basic password authentication. It only grants or denies access to a user, based
upon MD5 encrypted password authentication.

LDAP authentication offers more features and options. LDAP can not only authenticate users, but adds granularity to
the authentication. LDAP allows you to control grouped access to features, functions, and files.

Y ou should consider your system needs and decide which of these methods is appropriate for your environment.

server touse HTTPS (SSL) and set ALL service bindings to only use HTTPS. This ensures that
credentials are passed over the network using SSL encryption. See Configuring ESP Server to use
HTTPS(SL) for details.

2 When implementing any form of authentication, we strongly recommend that you enableyour ESP

You should not attempt this until you have already deployed, configured, and certified the envi-
ronment you will use.

Using htpasswd authentication

htpasswd provides basic password authentication to the entire system. This section contains the information to install
and implement htpasswd authentication.

Connect to Configuration Manager

In order to change the configuration for HPCC Systems components, connect to the Configuration Manager.
1. Stop al HPCC Systems components, if they are running.
2. Verify that they are stopped. Y ou can use a single command, such as:
sudo /opt/HPCCSyst ens/ sbi n/ hpcc-run.sh -a hpcc-init status
3. Start Configuration Manager.
sudo / opt/HPCCSyst ens/ sbi n/ confi gngr
4. Connect your web browser to the Configuration Manager web interface.

(using the url of http://<configmgr_IP_Address>:8015, where <configmgr_IP_Address> is the IP address of the
node running Configuration Manager)

5. Select the Advanced View radio button.
6. Usethedrop list to select the XML configuration file.

Note:  Configuration Manager never works on the active configuration file. After you finish editing you will
have to copy the environment.xml to the active location and push it out to all nodes.

7. Check the Write Access box.
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Default accessis read-only. Many options are only available when write-accessis enabled.

Enabling htpasswd authentication in HPCC Systems
8. Create an instance of the Security Manager Plugin:

a. Right-click on Navigator Pane on the left side.

b. Select New Components

c. Select the htpasswdsecmgr component

9. Configure the htpasswd plugin

Figure 25. Security Mgr Configuration page
HPCC Systems &

» Environment - HIP swd il

HipasswdSecurityManager

Hardware
- Software value
Dafilesry - rmydafilesr htpasswdFile feteiHPCCSystemss htpagswd

Dal Server - mvdali

instanceF actoryName createlnstance

Diu Servar - mydfusener libManne libhtpasswdSecurity.so

Directories namea htpasswdsecmyr

Drop Zone = mydropone
Ecl &gen! - myaclagent
Ecl CC Senver- myeclcesener
Ecl Schiedular- myeclscheduler
Esp - myesp

» Esp Sendce (3)
FT Slave - myftslave

N H?Clu sher - I"I'T:.'T'Dllr r

a. Enter the location of the Htpasswd file containing the username and password on the Linux file system for the
value of htpasswdFile

b. InstanceFactoryNameisthename of the security manager factory function, implemented in the security library.
The default is "createl nstance". For implementing Htpasswd, |eave the default.

c¢. Provide alibrary name value for libName. For Htpasswd, use libhtpasswdSecurity.so
d. Provide an instance name for the name value. For example, htpasswdsecmgr.
10.Select Esp - myesp in the Navigator panel on the left hand side.

Note:  If you have more than one ESP Server, each one should have its own authentication set up.
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11 Associate the Security Manager Plugin with the ESP binding(s)
a. Click onthetarget Esp in the Navigator Pane on the left side.
b. Select the ESP Service bindingstab

c. On the target binding(s) select the appropriate securityMgrPlugin instance from the drop list.

description \ ACCESE :
Rool access to SMC savice ! _,f Read

12.Select the security Plugin for each service that requires a security manager.

For example, in the above image, select htpasswdsecmgr for the smc service. Then, select it for ws_ecl and every
other service that you want to use htpassword security.

13.Select the Authentication tab

Authentication

¢l Scheduler - myev

b Esp Setvice (4)
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14.Click on the value column drop list to display the choices for method.

E EspProcess

| Attributes | ESPC3

ESP Service Bindings

Ryl | AuthDomain | HTTPS ||

name value

checkViewPermissions false

getUserMamelUnrestrictedResources  [favicon.ico,/espffiles/ /esp/xsit/™

getUserMamaURL lespffiles/GetUserMame.html

IdapAuthMethod kerberos

IdapConnections 10

IdapServer

loginLogolUURL lesplfiles/achvatch/img/Loginlogo.png
L none v J

passwordExpiration'WarningDays none

userMameCnly
ldap
|daps

15.Choose secmgr Plugin from the drop list.

16.Click on the disk icon to save.

User administration with htpasswd

Users and passwords are kept in the htpasswd file. The htpasswd file must exist on the ESP Node where you have
enabled authentication. HPCC Systems only recognizes MD5 encrypted passwords.

The default location is: /etc/HPCCSystemd/.htpasswd on the ESP node that has been configured to authenticate, but
it is configurable from the Htpasswd Security Manager as outlined above (step 9).

Y ou can use the htpasswd utility to create the .htpasswd file to administer users.

Y ou may already havethe htpasswd utility onyour system, asit isapart of some Linux distributions. Check your Linux
distribution to see if you already have it. If you do not have it you should download the utility for your distribution
from The Apache Software Foundation.

For more information about using htpasswd see: http://httpd.apache.org/docs/2.2/programs/htpasswd.html.
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Using LDAP Authentication

This section contains the information to install and implement LDAP based authentication. LDAP Authentication
provides the most options for securing your system, or parts of your system. In addition to these configuration settings
you should run the initldap utility to create the required default HPCC Systems Admin user on your LDAP server.

If you choose to use LDAP authentication you must enable LDAP security in your HPCC Systems configuration.
With LDAP security enabled on your system you can then choose to enable file scope security. You can choose to

use LDAP authentication without enabling file scope security. The following sections describe how to enable LDAP
authentication and file scope security for your HPCC Systems platform.

Connect to Configuration Manager

In order to change the configuration for HPCC Systems components, connect to the Configuration Manager.
1. Stop all HPCC Systems components, if they are running.

2. Verify that they are stopped. Y ou can use a single command, such as:

sudo / opt/ HPCCSyst ens/ sbi n/ hpcc-run.sh -a hpcc-init status
3. Start Configuration Manager.

sudo /opt/HPCCSyst ens/ sbi n/ confi gngr
4. Connect to the Configuration Manager web interface.

(using the url of http://<configmgr_IP_Address>:8015, where <configmgr_IP_Address> is the IP address of the
node running Configuration Manager)

5. Select the Advanced View radio button.
6. Usethedrop list to select the XML configuration file.

Note: Configuration Manager never works on the active configuration file. After you finish editing you will have to
copy the environment.xml to the active location and push it out to all nodes.

Modifying the configuration
Follow the steps below to modify your configuration.

1. Check the box for Write Access.

2. From the Navigator pane, select Hardware.

3. Select the Computer stab from the panel on the right.
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4. Right-click on the table below computers and select New from the pop up menu.

HPCC Systems

w» Ervironment - ermironmentzmi

Computer Types | Switches Domains | EEEEETET

w S0Meare M netaddress
Daflasry - rydafilesne E = N P
Dali Serear- mipdali i | MewRange..
Difu Senver - mydfuserer | Dlete
Directaries oy Hardwars IDEMI:S} To P_

Drop Zone - mydrogzone
Ecig

The Add New Computersdialog displays.

5. Fill inthe values for the Computer Attributes

fa = o YR I~ L 1

Add New Computers *

Computer Attributes
Name Prefic: | |Idap]

D'omain: | lecaldomain pll

Type: | linuxmachine v

IP address/range
Range:

Start IP Address:

Stop IP Address:

Hostname:

a. Provide aName Prefix, for example: ldap.
This helps you to identify it in the list of computers.
b. Fill in Domain and Type with the values of your domain name, as well as the types of machines you are using.

In the example above, Domain is localdomain, and the Type is linuxmachine. These should correspond to your
domain and type.
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If you need to add a new domain or machine type to your system to be able to define an existing LDAP server, you
should set these up first in the other two tabs in the hardware section.

¢. Add the IP address as appropriate for the LDAP server.
d. Pressthe Ok button.

e. Click onthedisk icon to save.

Adding the IdapServer component

After the LDAP Server node has been added to the Hardware configuration, configure the Software LDAP server
definition.

1. Right-click on Navigator Pane and choose New Components from the pop-up menu, then choose |dapServer
from the pop-up menu.

HPCC Systems

Navigator i
w Erdronment - environment xmi '
Hardware ’
m Mews Companants ¥ dafilasmy "
Dafles  nayw Esp Services vl i
Call 54 diuserver
Diu S8 DropZone
| Copy ComponentiSerdice To  »
Direcid___ | eclagent _'
eticesener *
Drop Zone - mydropzone rlscheduler ,
Ecl Agent - myeclagent &50
Ecl CC Sarver - myaclccsaner fislave
Ecl Schaduler - myeclscheduler HE_DBE £
FoEle -
Esp - myssp sasha ,
Esp Semvice (2 th b
¢ EspSenice (2) | ar ’
FT Stave - millslave topology ;
Roxie Cluster = myroxe f
Sasha Server - mysasha 4
Thior Cluster - rvthor ;

RSN L PN SN

Note: The IdapServer component is merely a definition that specifies an existing LDAP server. It
& does not install one.
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2. Fill inthe LDAP Server Process properties:

a. OntheInstancestab, Right-click on the table on the right hand side, choose Add Instances...

(v—‘w Pt At FWM

LDAPServerProcess

| Attributes -

computer netAddress

Mo records found.

Add Instances...
Remaove Instan ce&

rm\* r’rf’,\‘f\-’\,ﬂ"’ﬁ\%

The Select computer s dialog appears.

b. Select the computer to use by checking the box next to it.

Select computers X
Computers
| Salect
Al Computar Net Address Usage |
mydropzonea mydali mydiusy
myeclccsaner myesp
node2 18 10.238 5 myeclagent miyfislave mysad
mydafilesn mythor
mysclschaduler
prae " myraxie myflslave mydafiles
noda2 S 10258 3 mythor
g - myraie myftsiave mydafiles|
< '“[:' Widap 142065 10,1761 &0 88 Idapsanar

'--.______-____ ______..,_..‘-"

Add Hardwara i Cancel

Thisisthe computer you added in the Hardware/ Add New Computers portion earlier.

c. Pressthe Ok button.
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d. Fill inthe Attributes tab with the appropriate settings from your existing LDAP Server.

m

LDAPServerProcess
Instances
name value

description LOAR server process
filezBasedn ou=files ou=ecl
groupsBasedn ou=groups ou=ecl
IdapPort 389
l[dapSecurePor B36

modulesBasedn

narme

serverType
sudoersBasedn
systemBasedn
systemCommoniame
systemMasswaord
systemlser
usersBasedn

wotkunitsBasedn

ou=rnodules, ou=ecl
l[dapserer
ActiveDirectary
ou==U00ers
ch=lsers ou=ecl
TheAdmin

Theldmin

ou=users,ou=ecl

ou=workunits ou=ecl
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e. Choosethe LDAP server type from the serverType attribute drop box.

meaﬂ
LDAPServerProcess
ritysrml
Instances
narne value
g cacheTimeout 5
description LOAF server process
% filesBasedn ou=files ou=ecl
groupsBasedn ou=groups ou=ecl
ldapPort Jeg
o l[dapSecurePort B36
uler = modulesBasedn ou=modules, ou=ecl
narne ldapserver
LActiueDirectury |L]
sudoersBasedn ActiveDirectory
B OpenlLDAF
e J8900rectoryServer
systemCommonMame Fedora3td
g systemPassword
systeml)ser TheAdmin
usersBasedn ou=users, ou=ec|
= wiorkunitsBasedn ou=warkunits ou=ecl

NOTE: Support for OpenLDAP has been deprecated. The option isincluded only for legacy purposes.
f. Click onthedisk icon to save.
Note: The cacheTimeout value is the number of minutes that permissions are cached in ESP. If you change any
permissionsin LDAP, the new settings will not take effect until ESP and Dali refresh the permissions. This could
take as long as the cacheTimeout. Setting thisto 0 means no cache, but this has performance overhead so it should
not be used in production.

3. Inthe Navigator pane, click on ESP -- myesp
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4. On the EspProcess page on the right hand side, select the Authentication tab.

HPCC Systems

Navigator

L

«» Emvironment - AnotharMaw1.oml
Hardwara
- Software

Dafilesry - mydafilesry

Dali Server - mydali

Difu Server - mydiusenser
Diractories

Drop Zone - mydropzone

Ed Agent - myaclagent

Ed CC Server - mysclccsenver
Ed Scheduler - myeclscheduler

Esp Service (2)
. e .

Fill in the appropriate values:

a. Change the ldapAuthMethod to kerberos.

?
EspProcess }

Attributes | ESP Senice Bindings HITPS || Instance

nanme valug
htpasswdFile fetc/HPCCSystems/ htpasswd
ldapAuthiMethod kerberos

IdapConnections 10

passwardExpirationVamingDays 10

method

Mo __,“\\-.f\.ﬂ*gw\ @ gr

b. Change the IdapConnections to the number appropriate for your system (10 is for example only, may not be
necessary in your environment).

. Select the ldapServer component that you added earlier from the drop list, for example: Idapserver.

d. Change the method value to ldap.

e. Select the ESP Servicebindingstab. Verify that your LDAP settings appear in ther esour cesBasedn and wor ku-
nitsBasedn

f. Click onthedisk icon to save.
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5. To enable the file scope permissions, configure the file scope security for the Dali Server.
In the Navigator pane, click on the Dali Server -- mydali

HPCC Systems

davigator DaliServerProcess )

» Emvironment - newgen114.xml

Altributes Stora || Backu Ingtances Notes
Hardware P
» Software nama value
Dafilesry - mydafilasry authMethod simple

checkScopeScans true
Dfu Server - mydfuserver

filesDefaultFassword

Liractorias filesDefaultlUser defaultliser
i IdapProtacel Idap

Ecl Agent - myadagant

Edl CC Server - myeclcesaner L

i
=]} '
e
Ecl Scheduler - myedscheduler f

ST P Jr

ot gty

Fill in the values as appropriate;
a Select the LDAP tab.
b. Change the authMethod to simple
C. Set the checkScopeScans valueto true.
Only set this value to true when you want file scope security enabled. Security settings can have three states.
» None, no authentication and no file scope security.
» LDAP security for authentication only, without enabling file scope security.
e LDAP authentication and file scope security enabled.

d. Changethe LDAP values as appropriate to match the settingsin your LDAP server component in configuration
manager.

For example, change the IdapSer ver to the value you gave your LDAP Server, in our exampleitis: ldapserver.
Confirm the change when prompted.

The filesDefaultUser is an LDAP account used to access files when no user credentials are supplied. Thisis
similar to a guest account, so it should be an account with very limited access, if used at all. To disable access
without credentials, leave filesDefaultUser blank.

The filesDefaultPasswor d is the password for that account.

e. Click onthedisk icon to save.
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6. Inthe Navigator pane, click on the Roxie Cluster -- myroxie

Rovecuser

« Emdiranment - Angdhertew 1 mi . 3
Attributes Options | Redundancy | Tracing | UDP | Cache

Hardware
User Matncs || Motes
» Solware - 3
Dafilean - mydafilasny nanms valus
Diali Sarver - mydal IdapPasswaord
DU Serves - mydiusener Idapllser TroXiE
Directones 3

Smcﬂles the user name "|:|r L
Drop Zone - Mydropzone Default valug = roxie’

Ed Agent - myeclagent
Ed CC Sender - myeclCosener
Ed &cheduler - myecscheduler

Esp - myasp

=
E

Esp Service (2]
FT Slave - myftslave
LDAF Sener - Idapaener

h*uﬂ-ﬁé"v“:‘rwﬂ«, Y 3 M‘x*\w o

a. Onthe RoxieCluster page on the right hand side, select the L DAP tab.

b. Locate the IdapUser field and verify that there is avalid HPCC Systems user who is a member of the Authen-
ticated Users group on your LDAP server. For example, the "roxie" user assumes that the "roxie" user isavalid
HPCC Systems authenticated user.

¢. Add the password security for Roxie by adding it to the IdapPassword field on the same tab.

authenticated users.
In the following section, Adding and editing users, add the roxie user and make sure that password is the
same as the one entered in Configuration Manager.

2 In order to run Roxie queries with File Scope security, ensure that a Roxie user is created in the list of

Installing the Default Admin user

After enabling your configuration for LDAP security, you must copy your environment file to the /etc/HPCCSystems
directory. See the section Configuring a Multi-Node System for more info about configuring your system. With the
correct environment.xml file in place, you must then run the initldap utility that initializes the security components
and the default users.

The initldap Utility

The initldap utility creates the HPCC Systems Administrator's user account and the HPCC Systems OUs for a newly
defined LDAP server. Theinitldap utility extracts these settings from the LDAPServer component(s) in the environ-
ment.xml bound to the configured ESPs.

You run the initldap utility once you complete your configuration with LDAP components enabled and have distrib-
uted your environment.xml file to all nodes.

sudo /opt/ HPCCSyst ens/ bin/initl dap

Theinitldap utility prompts you for LDAP Administrator credentials. Enter the appropriate values when prompted.
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The following example of initldap for a 389DirectoryServer deployment.

Enter the '389DirectoryServer' LDAP Admin User name on '10.123.456.78'...Directory Manager
Enter the LDAP Admin user 'Directory Manager' password... x***xxxx

Ready to initialize HPCC Systens LDAP Environnment, using the follow ng settings
LDAP Server : 10.123. 456. 78
LDAP Type : 389D rect oryServer
HPCC Adm n User : HPCCAdmi n389

Proceed? y/n

Using the addScopes tool

When anew ESP user account is created, a private "hpccinternal ::<user>" file scope is also created granting new users
full accessto that scope and restricting access to other users. Thisfile scopeis used to store temporary HPCC Systems
files such as spill files and temp files.

If you are enabling LDAP file scope security and aready have user accounts, you should run the addScopes utility
program to create the hpccinternal::<user> scope for those existing users.

Users which already have this scope defined are ignored and so it can be used on both new and legacy ESP user
accounts safely.

The toal is located in the /opt/HPCCSystems/bin/ folder and to run it you must pass the location of daliconf.xml,
for example:

/ opt / HPCCSyst ens/ bi n/ addScopes /var/|i b/ HPCCSyst ens/ nmydal i / dal i conf . xni

Run addScopes on the Dali node.
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Configuring ESP Server to use HTTPS
(SSL)

The HPCC Systems Enterprise Services Platform server (ESP) supports Secure Sockets Layer (SSL), a protocol used
to send and receive private data or documents.

SSL works by using a private key to encrypt and decrypt data transferred over the SSL connection. By convention,
URLsusing an SSL connection start with HTTPS instead of HTTP.

The SSL option in the ESP Server allows secure and encrypted communication between a browser or SOAP client
application and the HPCC Systems platform.

SSL capahilities are configured in the Configuration Manager, but require a certificate be installed on the ESP server.
The OpenSSL libraries provide a means to create the necessary certificate files in one of two ways.

» You can use the OpenSSL libraries to create a private key and a Certificate Signing Request (CSR) to purchase a
certificate from a Certificate I ssuing Authority (such as, VeriSign).

* You can use that CSR to generate your own self-signed certificate and then install the certificate and private key
to your ESP Server.

In either case, onceinstalled and configured, the network traffic is encrypted and secure. The Public and Private Keys
use 1024-bit RSA encryption.

These server keysareread at runtime by the ESP process. It isimportant the installed keys have correct ownership and
permissions. Typically, it isthe HPCC user and their public key (certificate.cer) with read permissions such as 0444
(or 0644), along with the private key (privatekey.cer) with more restrictive permissions of 0400 (or 0600).

Generate an RSA Private Key

Use the OpenSSL toolkit to generate an RSA Private Key and a Certificate Signing Request (CSR). This can also be
the basis for a self-signed certificate. Self-signed certificates are useful for internal use or testing.

The following example, creates a 1024-bit RSA Private Key which is encrypted using Triple-DES encryption and
stored in Privacy Enhanced Mail (PEM) format.

openssl genrsa -des3 -out server. key 1024
When prompted, provide a passphrase. Thisis used asthe basis for the encryption.

Remember this passphrase asyou will need to enter it into the Configuration Manager later.
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Generate a CSR (Certificate Signing Request)

After you have a private key, you can use it to create a Certificate Signing Request (CSR). Y ou can use your CSR to
request a signed certificate from a Certificate Authority (such as Verisign or Network Solutions). Y ou can also use
the CSR to create a self-signed certificate.

openssl req -new -key server.key -out server.csr

Answer the questions when prompted:

Country Name (2 letter code):

State or Province Name (full name):

Locality Name (eg, city) :

Organization Name (eg, company) :

Organizational Unit Name (eg, section) :

Common Name (e.g., server's hostname):

Email Address:

A challenge password (optional):

An optional company name (optional):

Generate a Self-Signed Certificate

To generate atemporary certificate, which is good for up to 365 days, issue the following command:

openssl x509 -req -days 365 -in server.csr -signkey server.key -out server.crt

When prompted, enter the passphrase you used earlier when creating your CSR.

Installing the Private Key and Certificate to your ESP
Server

You must install the certificate and private key on all ESP server node(s) that will host a service binding using SSL.
Copy the keys and certificates to the correct locations and set the appropriate ownership and permissions

Your Private Key and certificate must be copied to /var/lib/HPCCSystems/myesp/ as illustrated in the following ex-
ample.

1. Copy the certificate (crt) file to the required location:
sudo cp server.crt /var/lib/HPCCSyst ens/ myesp/server.crt

2. Change the owner of the file to be HPCC:

sudo chown hpcc: hpcec /var/|ib/ HPCCSyst ens/ myesp/ server.crt
3. Set the file permissions:
sudo chnod 644 /var/|i b/ HPCCSyst ens/ nmyesp/ server.crt

4. Copy the private key:

sudo cp private. key /var/lib/HPCCSyst ens/ myesp/ pri vat e. key
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5.

6.

Change the owner of the file to be HPCC:

sudo chown hpcc: hpcec /var/|ib/ HPCCSyst ens/ myesp/ pri vat e. key
Set the file permissions:

sudo chnod 600 /var/li b/ HPCCSyst ens/ nyesp/ pri vat e. key

Configure HTTPS on your ESP Server

Start Configuration Manager in Advanced Mode

1

Start the Configuration Manager Service on one node (usually the first node is considered the head node and is
used for this task, but thisis up to you).

sudo / opt/ HPCCSyst ens/ s